Fermi-liquid theory for the persistent current past a side-coupled quantum dot
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A Fermi-liquid theory is developed for the persistent current past a side-coupled quantum dot yielding analytical predictions for the behavior of the first two harmonics of the persistent current as a function of applied magnetic flux. The quantum dot is assumed weakly coupled to a ring of noninteracting electrons and thus appropriately described as a Kondo impurity. The theory is valid at weak Kondo couplings in the regime where the system size, $L$, is much larger than the size of the Kondo screening cloud, $\xi_K$. The predictions of the Fermi-liquid theory for this model are compared to exact diagonalization results for the persistent current that lend support to the existence of a regime correctly described by this theory. The finite temperature conductance, at $T \ll T_K$, is also calculated using Fermi-liquid theory allowing the definition of a “Wilson ratio” relating the conductance and the persistent current.
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I. INTRODUCTION

The recent experimental observation of the Kondo effect and related physical phenomena in quantum dots,1–4 quantum corrals,5 molecular electronics devices,6,7 and carbon nanotubes8 as well as related nanostructures has led to significant renewed interest in this fundamental effect. For a review of recent progress see Ref. 9. The Kondo effect in ordinary metals is usually associated with an increase in the resistance at low temperatures but experiments performed on these nanostructures,1,4,5,8 have shown that the Kondo effect can also lead to an increase in the conductance that in some settings can reach the unitary limit ($G=2e^2/h$), completely overcoming the Coulomb blockade. The fundamental and technological interest in the complete understanding of this phenomenon is therefore considerable. The experiments are typically performed on semiconductor quantum dots where the electron occupation number on the dot is controllable by a gate voltage. When the occupation number is odd the quantum dot can act as a spin $s=1/2$ impurity screened by the electrons in the leads. The screening of the impurity spin by the conduction electrons is, in some circumstances, associated with the formation of a “screening cloud” of size $\xi_K \approx v_F/T_K$ surrounding the impurity.10–16 Here $v_F$ is the Fermi velocity and $T_K$ the Kondo temperature.

We note that the picture of a screening cloud of size $v_F/T_K$ is valid in a one-dimensional system and also in an infinite two- or three-dimensional system where only one channel (such as the $s$-wave) couples most strongly to the Kondo impurity. However, the behavior may be rather different in a disordered two- or three-dimensional box in which all states couple strongly to the Kondo impurity. For the three-dimensional model considered in Ref. 17, for instance, the effective screening cloud is much smaller, $\approx T_K^{-1/3}$. See also Ref. 18.

The experimental observation of the screening cloud has proven elusive but recent experiments4 have suggested that it might be observable in finite-size properties of the conductance when the dot is attached to a single quantum wire that forms an Aharonov-Bohm ring of length $L$. A natural extension of these experiments is to consider not only the conductance but also finite-size effects observable in the persistent current generated in the presence of a magnetic flux, $\Phi$.

The persistent current as it is observed in diffusive mesoscopic rings with a finite density of nonmagnetic impurities has been intensely studied.19 In contrast, our focus here is on a single magnetic impurity (on a quantum dot), coupled to a strictly one-dimensional ring of electrons. We ignore all electron-electron interactions except for the Kondo interaction. Effects due to other interactions, such as the possibility of forming a Wigner crystal,20 are therefore absent in our treatment. Likewise, effects due to finite ring width and multiple channels, and associated geometrical effects,21 are also ignored. While these other effects should probably be included to describe experimental systems, it is important to first obtain an accurate understanding of the effects of the Kondo interaction itself. Under these assumptions, the persistent current in quantum dot systems operated in the Kondo limit has been the topic of a series of recent theoretical studies.22–34 Usually, two fundamentally different geometries are considered:28 the embedded quantum dot (EQD) and the side-coupled quantum dot (SCQD) and it has been clearly established that the persistent current has a strong dependence on the parity of the total number of electrons, $N$, in the system. Here we shall exclusively be concerned with the SCQD. Suppressing electron spin indices, the Hamiltonian is in this case

$$H_{\text{SCQD}} = -t \sum_{j=0}^{L-1} (c_j^\dagger c_{j+1} + \text{H.c.}) + H_K \quad (c_L = c_0),$$

where $H_K = J_K S^z \sigma^z S^x c_0^\dagger c_0$, $c_j^\dagger$ is the electron annihilation operator at site $j$ for spin $\sigma$, and $S^z = \hat{S}_z/2$ spin operators. In the following we set $\hbar=1$. We always include the impurity spin as an electron in our definition of $N$ but do not count the impurity site in our definition of $L$. Hence at half-filling we...
have \( N = L + 1 \). The dimensionless magnetic flux \( \alpha = e \Phi / c \) is introduced by appropriately changing the phases of the hopping terms at the corresponding sites. (We set \( \hbar = 1 \).) The persistent current is given by \( j = -e \alpha / \alpha \) where \( \alpha_0 \) is the ground-state energy. Despite the simplicity of this geometry, a complete understanding of the behavior of the persistent current both at half-filling and off half-filling has proved exceedingly difficult to achieve. While in the absence of any coupling, \( J_K = 0 \), the persistent current is clearly the same as for a perfect ring,\(^{35} \) it was in previous work\(^{28} \) by one of us and Simon predicted that \( j L / (e v_F) \to 0 \) when \( \xi \to 0 \) (\( J_K \to \infty \)) for both parities of \( N \) in contrast to the results of Refs. 26 and 27. However, subsequent work\(^{34} \) confirmed this prediction at half-filling but showed both analytical and numerical evidence for additional terms off half-filling for \( N \) even.

In the present paper we develop a Fermi-liquid theory (FLT) for the persistent current past a SCQD, valid for \( 1 \ll \xi / L \). The theory provides independent confirmation of the above-mentioned prediction at half-filling\(^{28,29} \) as well as additional analytical evidence for the additional terms off half-filling for \( N \) even. The theory yields detailed predictions about the finite-size \( L \)-dependence of the first two harmonics of the persistent current, using a single parameter, \( 1 / T_K \). Section II outlines the FLT in considerable detail while Sec. III A presents our numerical results at half-filling and Sec. III B our numerical results off half-filling. In Sec. IV we calculate the finite temperature conductance past the quantum dot, at \( T \ll T_K \). This enables us to calculate a generalized “Wilson ratio” relating the persistent current for a finite ring at \( T = 0 \) with the conductance at finite \( T \) for the same quantum dot side-coupled to infinite leads. This could be useful in an experimental context since a prior infinite leads measurement of the low \( T \) conductance would fix the precise numerical coefficient in the finite size dependence of the persistent current at \( T = 0 \).

II. FERMI-LIQUID THEORY FOR THE PERSISTENT CURRENT

Kondo physics at low energy scales and long length scales, \( T \ll T_K, L \gg \xi \), can be described by an effective Hamiltonian not containing the impurity spin, since it is screened by the conduction electrons and the energy scale associated with breaking this spin singlet is of \( O(T_K) \). The low energy quasiparticles propagate freely except that they obey a modified boundary condition which can be thought of as arising because they must stay in wave functions orthogonal to that of the screening electron. This modified boundary condition is equivalent to a \( \pi / 2 \) phase shift for even-channel electrons (or for \( s \)-wave electrons in the three-dimensional, spherically symmetric version of the model). In addition to the modified boundary condition an interaction term is generated in this effective Hamiltonian which is only nonvanishing near the impurity location, at \( |x| < \xi \). In a long wavelength effective Hamiltonian this interaction appears right at the origin. This interaction is irrelevant in the renormalization group sense; treating it in perturbation theory, its effects become weaker and weaker at lower energies and longer lengths. Building on earlier work by Wilson,\(^{36} \) Nozières\(^{10} \) developed an elegant description of this physics, following the Landau approach to Fermi-liquid theory, by writing an expression for the phase shift which depends on the energy of the electron being scattered and also on the local density of electrons at the origin. In Ref. 37 this approach was transcribed into an effective Hamiltonian, an approach which is simpler to deal with in some situations and more in accord with modern renormalization group (RG) techniques. (In a similar way, the Landau approach to Fermi liquids can be recast in terms of an effective Hamiltonian which can be studied by RG methods. See, for example, Ref. 38.) Furthermore, in Ref. 37 it was shown how this effective Hamiltonian could be uniquely determined, up to one overall coupling constant with dimensions of inverse energy, \( 1 / T_K \), by using the one-dimensional (1D) formulation of the Kondo model and 1D spin-charge separation. Essentially all low energy long distance properties of the Kondo model can be calculated by perturbation theory in this Fermi-liquid interaction. They are generally proportional to the first or second power of the coupling constant, \( 1 / T_K \). It is not an easy matter to determine the precise value of \( T_K \) for a given microscopic model. However, for a weak bare Kondo coupling, \( v \ll 1 \) (where \( v \) is the density of states) it is known that \( T_K \) is exponentially small, \( T_K \sigma D \exp\left[-1/(\nu \sigma^2)\right] \), where \( D \) is a cutoff or bandwidth scale. Furthermore, when the bare coupling is weak, the physics is universal at all energy scales \( \ll D \). This implies, in particular, that the ratios of various physical quantities calculated in perturbation theory in \( 1 / T_K \) are universal. The most famous such universal ratio, between the impurity susceptibility and specific heat, is known as the Wilson ratio. However, many more such universal ratios can be readily calculated. In this section we extend this approach to the persistent current.

A. The boundary conditions

Since Fermi-liquid theory applies at low energies and long distances, it is convenient to linearize the spectrum around the Fermi points \( \pm k_F \) and to introduce left (\( L \)) and right (\( R \)) moving chiral fields:

\[
c_i \sim e^{ikx} \psi_R(x) + e^{-ikx} \psi_L(x).
\] (2.1)

The noninteracting part of the continuum Hamiltonian becomes

\[
H_0 = \int_0^L \left[ \psi_R^\dagger i \partial_x R - \psi_L^\dagger i \partial_x L \right] .
\] (2.2)

We have set \( v_F = 1 \). The Kondo interaction becomes

\[
H_K \to J K \hat{S} \cdot \left[ \psi_R^0(0) + \psi_L^0(0) \right] \hat{S} \left[ \phi_R^0(0) + \phi_L^0(0) \right] .
\] (2.3)

The strong coupling fixed point of the Kondo problem corresponds to the boundary condition:

\[
c_0 \sim \phi_R^0(0) + \phi_L^0(0) = 0 .
\] (2.4)

We may think of the screening electron as sitting at the origin, \( j = 0 \), and the other electrons (low energy quasiparticles) must not enter or leave the origin in order to avoid breaking
up the Kondo singlet. Considering the model defined on a ring, and ignoring, for the moment, the magnetic flux, there is a second boundary condition at the strong coupling fixed point:

\[ c_{\pm} \propto e^{i k_F \pm L} \psi_R(L) + e^{-i k_F \pm L} \psi_L(L) = 0. \]  

This strong coupling fixed point corresponds to an open chain of \( L - 1 \) sites \([j = 1, 2, 3, \ldots (L - 1)]\) with no impurity spin. Initially we consider half-filling. In this case, for such an open chain, \( k_F = \pi / 2 \) regardless of the parity of \( L \). Since the boundary conditions of Eqs. (2.4) and (2.5) are true at all times, while \( \psi_{RE} \) is a function of \( t - x \) only, it follows from Eq. (2.4) that we can regard \( \psi_R(x) \), for \( x > 0 \), as the analytic continuation of \( \psi_L(x) \) to the negative \( x \) axis:

\[ \psi_R(x) = - \psi_R(-x) \quad (x > 0). \]  

Likewise, Eq. (2.5) implies that we can also regard \( \psi_R(x) \) as the analytic continuation of \( \psi_L(x) \):

\[ \psi_R(L - x) = - e^{-2ik_F L} \psi_L(L + x) \quad (x > 0). \]  

Letting \( x \rightarrow L \) in Eqs. (2.7), we see that

\[ \psi_L(2L) = e^{2ik_F L} \psi_L(0). \]  

At half-filling this becomes

\[ \psi_L(2L) = (-1)^L \psi_L(0), \]  

periodic for \( L \) even and antiperiodic for \( L \) odd. We may formulate the model in terms of left-movers only with these periodic or antiperiodic boundary conditions.

### B. The Fermi-liquid interaction with zero flux

We now wish to write the Fermi-liquid interaction in terms of this left-moving formulation of the model. This must involve the even channel fermions (even under \( x \rightarrow L - x \)) only since only the even channel appears in the Kondo interaction. Furthermore, it only involves this channel near \( x = 0 \). Consider, for example, the even channel fermions in the lattice model at a distance of one site from the origin:

\[ c_1 + c_L \propto e^{i k_F} \psi_R(1) + e^{-i k_F} \psi_L(0) + e^{i k_F (L-1)} \psi_R(L - 1) + e^{-i k_F (L-1)} \psi_L(L - 1). \]  

We now use the facts that \( k_F = \pi / 2 \), the continuum fields \( \psi_L(x) \) and \( \psi_R(x) \) are slowly varying on the lattice scale and the boundary conditions of Eqs. (2.4) and (2.5) to write this in the purely left-moving formulation as

\[ c_1 + c_L \propto e^{-i \pi / 2} \psi_R(0) + e^{-i \pi (L-1) / 2} \psi_L(L). \]  

We expect only this combination of fields to appear in the Fermi-liquid interaction, up to higher dimension operators involving derivatives of the fermion fields. This follows from observing, using the boundary conditions of Eqs. (2.4) and (2.5) and the fact that the continuum fields vary slowly, that any nonvanishing even lattice fermion field near the origin is proportional to this one. For \( j \) even and \( j \ll \xi_K \) one finds:

\[ c_j + c_{L-j} = 0. \]  

While for \( j \) odd and \( j \ll \xi_K \) we have

\[ c_j + c_{L-j} \propto e^{-i \pi / 2} \psi_R(0) + e^{-i \pi (L-1) / 2} \psi_L(L), \]  

which is proportional to Eq. (2.11).

Once we have written the Kondo interaction in terms of the even sector fermions only, it is convenient to bosonize, introducing separate spin and charge bosons. Importantly, the Kondo interaction involves only the spin bosons in the even sector. It then follows that the Fermi-liquid interactions can be written in terms of these bosons only. The only possible dimension-two operator, in the spin sector, which respects the SU(2) symmetry is \( \tilde{J}_L(0) \), the square of the spin density operator. Going back to the fermion representation:

\[ \tilde{J}_L(0) = \psi_R(0) \bar{\psi}_R(0), \]  

where, from Eq. (2.11),

\[ \psi_R(0) \propto \frac{\psi_L(0) - e^{-i \pi L / 2} \psi_L(L)}{\sqrt{2}}. \]  

Thus we write the leading irrelevant Fermi-liquid interaction, for the case \( L \) even, as

\[ H_{int} = - \frac{8 \pi}{3 T_K} \tilde{J}_L(0) \]

\[ = - \frac{2 \pi}{3 T_K} \left[ \left[ \psi_L(0) - e^{-i \pi L / 2} \psi_L(L) \right] \bar{\psi}_R(0) \right]^2. \]  

We have written the coupling constant in front of this operator as \( 8 \pi / 3 T_K \). It follows from standard scaling arguments that this coupling constant should be of order the RG crossover scale. In general, it should be written as \( 1 / T_K \) times a dimensionless constant of \( O(1) \). All low energy properties of the system can be determined from this interaction term, including the impurity susceptibility and specific heat, for example. The sign in Eq. (2.16) is known to be the correct one since it gives the correct (positive) sign for these two quantities. The factor of \( 8 \pi / 3 \) is purely a matter of a convention, or a precise definition of what is meant by \( T_K \). Unfortunately, a great number of different conventions for \( T_K \) are in current use. We have chosen here to use the same convention as used by Nozières10 (who also referred to \( 1 / T_K \) as \( \alpha \)) and by Glazman and Pustilnik.38 In Appendix B we briefly review other definitions of \( T_K \) in popular use and the constant factors relating them to each other.

Strictly speaking, one other operator of dimension two is permitted, \( J_L(0)^2 \), the square of the charge current, rather than the spin current. As mentioned above, naively the charge sector decouples from the Kondo interactions so that this operator should apparently not be generated. However, irrelevant operators (at the weak coupling fixed point) couple charge and spin sectors together ultimately permitting this operator to occur. However, the coefficient of this operator is
expected to be $O(1/D)$, where $D$ is the bandwidth ($r$ in the tight-binding model), rather than $O(1/T_K)$. In the weak coupling limit, where $T_K \ll D$, this other interaction can be ignored.

**C. The Fermi-liquid interaction with finite flux**

So far we have not mentioned the flux, $\Phi = ca/e$. There are two equivalent ways of entering the flux. Phases can be added to the hopping terms or the boundary conditions on the ring can be changed from periodic to periodic modulo, a phase equal to the flux. For convenience, we use the former since it allows us to determine the boundary conditions independently of the presence of the flux. The phases in the hopping terms corresponding to any desired flux can be inserted anywhere in the ring. They can be moved around freely by phase redefinitions of the electron fields (gauge transformations). For purposes of understanding the strong coupling fixed point it is convenient to imagine that they are inserted far from the impurity compared to $\xi_K$ so that the strong coupling boundary conditions, discussed above, are unaffected by the flux. Of course, this is only possible for $L \gg \xi_K$ but it is precisely that limit which we are now considering. The Fermi-liquid theory only applies in that limit. It can be seen that adding phases to hopping terms necessarily couples even and odd sectors together, since it breaks parity. For this reason, it is more convenient to go back to left and right movers and then ultimately to left movers only on a ring of length $2L$, as discussed above. It is also most convenient to put the phase at the origin after establishing the strong coupling boundary condition (BC). This amounts to

$$\psi_L(L) \to e^{-i\alpha} \psi_L(L).$$

Hence the Fermi-liquid interaction becomes

$$H_{\text{int}} = -\frac{2\pi}{3T_K} \left[ \left( \psi_L(0) - e^{-i(\pi/2 + \alpha)} \psi_L(L) \right) \bar{\sigma} \frac{i}{2} \right] \times \left[ \psi_L(0) - e^{i(\pi/2 + \alpha)} \psi_L(L) \right]^2.$$  \hspace{1cm} (2.18)

**D. Perturbation theory**

The remaining calculations are quite straightforward. We simply do first order perturbation theory in $1/T_K$ for the ground-state energy, imposing periodic or antiperiodic BCs, Eq. (2.9), on the purely left-moving fermion fields.

Now we turn to calculating the expectation value of $H_{\text{int}}$. From Eq. (2.18), recalling that $L=\pi N - 1$ at half-filling, it is clear that it is advantageous to define a shifted flux $\bar{\alpha}$ in the following manner:

$$\bar{\alpha} = \alpha + \pi(N - 1)/2 \quad (N \text{ odd}),$$

$$\bar{\alpha} = \alpha + \pi N/2 \quad (N \text{ even}).$$

[This definition can be seen largely as a way of defining the coefficient in front of $\sin(\bar{\alpha})$ in the persistent current to be positive.] Using this definition, we first rewrite $H_{\text{int}}$ as

$$H_{\text{int}} = \frac{\pi}{6T_K} \left\{ e^{2i\bar{\alpha}} \left[ \psi^\dagger(L) \bar{\sigma} \psi(0) \right]^2 - 2ie^{i\bar{\alpha}} \psi^\dagger(L) \bar{\sigma} \psi(0) \cdot \left[ \psi^\dagger(0) \bar{\sigma} \psi(0) + \psi^\dagger(L) \bar{\sigma} \psi(L) \right] \right. + \text{h.c.} + \cdots \right\}$$

Here we have dropped the $L$ subscripts and also dropped terms which are independent of $\alpha$ and hence will not contribute to the current in first order in $1/T_K$. The first term can be rewritten

$$H_{\text{int}}^{(1)} = \frac{\pi(-1)^N}{T_K} e^{2i\bar{\alpha}} \psi^\dagger(L) \psi(0) \psi^\dagger(L) \psi(0) + \text{h.c.}$$

We now evaluate the various terms using Wick’s theorem. For this we need the equal time propagator for a left mover with antiperiodic and periodic boundary conditions on an interval of length $2L$.

**1. $N$ even at half-filling**

For the case $N$ even, with antiperiodic boundary conditions, this is

$$\langle \psi^\dagger(x) \psi(0) \rangle = \frac{\delta_{\beta}^N}{2L} \sum_{m=0}^\infty e^{-i(m+1/2)x/aL} = -\frac{i\delta_{\beta}^N}{4L \sin(\pi x/2L)}.$$  \hspace{1cm} (2.22)

In particular

$$\langle \psi^\dagger(x) \psi(0) \rangle = -\frac{i\delta_{\beta}^N}{4L}.$$  \hspace{1cm} (2.23)

Of course,

$$\langle \psi^\dagger(x) \psi^\dagger(y) \rangle = -\langle \psi(0) \psi^\dagger(x) \rangle.$$  \hspace{1cm} (2.24)

We also need an expression for $\langle \psi^\dagger(x) \psi(0) \rangle$. The sum in Eq. (2.22) is ultraviolet divergent so we introduce a (dimensionless) cutoff, an upper bound on the summation variable $m$; $m < D$, giving

$$\langle \psi^\dagger(x) \psi(0) \rangle = \frac{\delta_{\beta}^N D}{2L}.$$  \hspace{1cm} (2.25)

We will see that our results for the current do not depend on the value of $D$. It follows from particle-hole (PH) symmetry that

$$\langle \psi(0) \psi^\dagger(x) \rangle = \frac{\delta_{\beta}^N D}{2L}.$$  \hspace{1cm} (2.26)

Furthermore,
propagators are now different for spin up or down. We find
\[\langle \psi'_L(0)\psi^\dagger(0) \rangle = \langle \psi'_L(L)\psi^\dagger(L) \rangle,\]  
(2.27)
as follows from the reflection symmetry of the model which
takes \(x \rightarrow -x\).

The cos 2\(\alpha\) term is
\[E^{(2)}_0 = -\frac{\pi}{T_K} e^{2i\alpha} \left( -i \right)^2 + \text{H.c.} = \frac{\pi}{8T_KL^2} \cos 2\alpha,\]  
(2.28)
with a current
\[j^{(2)} = -e dE_0/d\alpha = \frac{e \pi}{4T_KL^2} \sin 2\alpha \quad (N \text{ even}).\]  
(2.29)

Now consider the cos \(\alpha\) term in the energy. This is actually
zero for \(N\) even but let us go through some steps which are useful also for \(N\) odd. We use Wick’s theorem to write this as
\[\langle \psi(L)\tilde{\sigma}\phi(0)[\psi'(0)\tilde{\sigma}\phi(0) + \psi'(L)\tilde{\sigma}\phi(L)] \rangle = \frac{2}{3} \left( \langle \psi(L)\tilde{\sigma}\phi(0) \rangle \cdot \langle \psi'(L)\tilde{\sigma}\phi(0) \rangle \right) + \left( \langle \psi'(L)\tilde{\sigma}\phi(0) \rangle \cdot \langle \psi'(0)\tilde{\sigma}\phi(0) \rangle \right) \tilde{\sigma}^0 \cdot \tilde{\sigma}^0 + \left( \langle \psi'(L)\tilde{\sigma}\phi(0) \rangle \cdot \langle \psi'(0)\tilde{\sigma}\phi(0) \rangle \right) \tilde{\sigma}^0 \cdot \tilde{\sigma}^0.\]  
(2.30)
For \(N\) even it is easy to see that the first term in Eq. (2.30) vanishes and the last two cancel using Eqs. (2.23)-(2.27).

2. \(N\) odd at half-filling

Now consider \(N\) odd. The strong coupling ground state has spin \(-1/2\); we choose the state with total \(S=1/2\). The propagators are now different for spin up or down. We find
\[\langle \psi^\dagger_L(x)\psi_L(0) \rangle = \frac{1}{2L} \sum_{m=0}^{\infty} e^{-i \pi m x / L} = -i e^{\pi x / 2L} / 4L \sin(\pi x / 2L).\]  
(2.31)
On the other hand, the \(\downarrow\) propagator is the same except that the \(m=0\) term is omitted from the sum, subtracting \(1/2L\) to the final result. Thus
\[\langle \psi^\dagger(0)\psi_L(0) \rangle = \frac{\langle \sigma^0 \rangle}{4L}.\]  
(2.32)
Again we impose a cutoff so
\[\langle \psi^\dagger(0)\psi_L(0) \rangle = \frac{D}{2L}.\]  
(2.33)
Now we have
\[\langle \psi_L(0)\psi^\dagger(0) \rangle = \frac{D - 1}{2L}.\]  
(2.34)
The \((-1)\) reflects the breaking of particle-hole (PH) symmetry. We have one unpaired spin up electron, sitting right at the Fermi surface. Furthermore,
\[\langle \psi^\dagger(0)\psi_L(0) \rangle = \frac{D - 1}{2L},\]  
(2.35)
and
\[\langle \psi_L(0)\psi^\dagger(0) \rangle = \frac{D}{2L}.\]  
(2.36)
We may combine these as
\[\langle \psi^\dagger(0)\psi_L(0) \rangle = \frac{D - 1/2}{2L} \delta^0_\beta + \frac{1}{4L} \langle \sigma^0 \rangle_\beta.\]  
(2.37)
We now substitute this into Eq. (2.30). It is easy to see that the terms containing \(D\) all cancel, for the same reasons that the entire expression vanishes for \(N\) even. The remaining terms are
\[\langle \psi'(L)\tilde{\sigma}\phi(0) \rangle \cdot [\psi'(0)\tilde{\sigma}\phi(0) + \psi'(L)\tilde{\sigma}\phi(L)] = \left( \frac{1}{4L} \right)^2 \left( \langle \sigma^0 \rangle \cdot \langle \sigma^0 \rangle \cdot \langle \sigma^0 \rangle \cdot \langle \sigma^0 \rangle \right) \]  
(2.38)
Thus the cos \(\alpha\) term in the energy, for \(N\) odd, is
\[E^{(1)}_0 = \frac{\pi}{6T_K} - \frac{3}{4L}. \]  
(2.39)
The term in the current is
\[j^{(1)} = \frac{e^{\pi}}{2T_KL^2} \sin 2\alpha \quad (N \text{ odd}).\]  
(2.40)
The sin(2\(\alpha\)) in the current for odd \(N\) is given again by Eq. (2.29), with the opposite sign
\[j^{(2)} = -\frac{e^{\pi}}{4T_KL^2} \sin 2\alpha \quad (N \text{ odd}).\]  
(2.41)
Note that the minus sign which follows from spin up and down Green’s functions having opposite sign for \(N\) odd, Eq. (2.32), replaces the minus sign due to the factors of \(i\) in the Green’s function for \(N\) even, Eq. (2.23), leaving only the minus sign from Eq. (2.20).

We have so far set \(v_F = 1\). We summarize our results on the persistent current, for \(\xi_K \ll L\) below, reinserting a factor of \(v_F^2\) by dimensional analysis and replacing \(v_F / T_K\) by \(E_K:\)
\[j_e = \frac{e^2 v_F \xi_K \pi}{L L 4} \sin 2\alpha,\]  
(2.42)
\[j_o = \frac{e^2 v_F \xi_K \pi}{L \pi 2} \sin \frac{\pi}{4} 2\alpha.\]  
(2.43)
It was argued earlier that both \(j_e\) and \(j_o\) can be written as \(e^2 v_F / T\) times universal scaling functions of \(\xi_K / L\) and \(\alpha\). Equation (2.42) indeed has that form.

3. Off half-filling

Now consider the case away from 1/2-filling, where PH symmetry is broken. Here we refer to particle-hole symmetry
breaking by an amount of $O(1)$ not an amount of $O(1/L)$ as occurs, even at $1/2$-filling, for $N$ even. Note that we continue to choose the reduced band to be symmetric around $k_F$. $k_F - \Lambda \leq k \leq k_F + \Lambda$. However, the process of integrating out wave vectors further away from $k_F$ is not PH symmetric, when $k_F$ does not have the PH symmetric value, so we expect to generate PH symmetry breaking terms in $H_{int}$. The most important such term, which can lead to a current of $O(1/L)$, is

$$H_2 = - e^{i\pi (N-1)/2} \lambda e^{i\alpha} \psi(L) \psi(0) + \text{H.c.},$$

(2.43)

where $\lambda$ is a real coupling constant. Here the phase in this expression is determined by parity, i.e., by the fact that it arises from a term $-2\lambda \psi_\uparrow \psi_\downarrow$ using Eq. (2.11). This term only occurs when PH symmetry is broken. We expect $\lambda \propto (J_F/\hbar)^2$ where $t$ is the original bandwidth.

More generally, we might start with a microscopic model which includes second neighbor tunneling past the quantum dot:

$$\delta H = - t_2 (c_{-1,1} \cdot c_{1,1} + \text{H.c.}).$$

(2.44)

Such a term breaks PH symmetry even at half-filling and leads to a term in the low energy effective Hamiltonian of the form of $H_2$ in Eq. (2.43) with $\lambda \propto t_2$.

If the system is very close to half-filling, $n - 1 = \delta n \ll 1/\xi_K$, and we begin with a pure Kondo model with no potential scattering or direct tunneling, then we can calculate the value of $\lambda$ in $H_2$ directly from the Fermi-liquid interaction $H_{int}$ of Eq. (2.20). To do this, it is convenient to integrate out wave vectors in the RG transformation symmetrically around $k = \pi/2$ even though this is no longer $k_F$, has the value

$$k_F = (\pi/2)(1 + \delta n).$$

(2.45)

In this way, $\lambda$ is not generated during the RG transformation, and we obtain only the interaction $H_{int}$. However, the low energy effective theory inherits an asymmetric cutoff:

$$k_F - \Lambda < k < k_F - (\pi/2)\delta n + \Lambda.$$  

(2.46)

We may now generate $H_2$ from $H_{int}$ by simply normal ordering $H_{int}$. This follows since Eqs. (2.25) and (2.26) are now modified to

$$\langle \psi^{\dagger}(0) \psi(0) \rangle = \delta_{\rho L} \left[ \frac{D}{2L} + \frac{\delta n}{4} \right].$$

$$\langle \psi(0) \psi^{\dagger}(0) \rangle = \delta_{\rho L} \left[ \frac{D}{2L} - \frac{\delta n}{4} \right].$$

(2.47)

We now write $H_{int}$ as a normal ordered part plus a correction of the form of $H_2$. This follows using

$$\psi^{\dagger}(L) \tilde{\sigma} \psi(0) \cdot \left[ \psi^{\dagger}(0) \tilde{\sigma} \psi(0) + \psi^{\dagger}(L) \tilde{\sigma} \psi(L) \right] = \psi^{\dagger}(L) \tilde{\sigma} \psi(0) \cdot \left[ \psi^{\dagger}(0) \tilde{\sigma} \psi(0) + \psi^{\dagger}(L) \tilde{\sigma} \psi(L) \right] + \left[ \psi^{\dagger}(L) \psi(0) \psi^{\dagger}(0) \psi(0) \right] - \psi^{\dagger}(L) \psi(0) \psi^{\dagger}(L) \psi(0) \left[ \psi^{\dagger}(L) \psi(0) \psi^{\dagger}(L) \psi(0) \right] (\sigma_{\alpha}^{\dagger} \cdot \sigma_{\beta}^{\dagger}).$$

(2.48)

Using Eq. (2.47) we see that the two terms in the second line of Eq. (2.48) do not cancel, away from half-filling, yielding instead

$$\psi^{\dagger}(L) \tilde{\sigma} \psi(0) \cdot \left[ \psi^{\dagger}(0) \tilde{\sigma} \psi(0) + \psi^{\dagger}(L) \tilde{\sigma} \psi(L) \right] = \psi^{\dagger}(L) \tilde{\sigma} \psi(0) \cdot \left[ \psi^{\dagger}(0) \tilde{\sigma} \psi(0) + \psi^{\dagger}(L) \tilde{\sigma} \psi(L) \right] - \frac{3}{2} \delta n \psi^{\dagger}(L) \psi(0).$$

(2.49)

Inserting this expression into Eq. (2.20) gives a quadratic term of the form of $H_2$ with

$$\lambda = \frac{\pi \delta n}{2T_F}$$

(2.50)

for $N$ even.

We may now evaluate the additional terms in the current arising from $H_2$, using perturbation theory in $H_{int}$. We only discuss first order perturbation theory. We evaluate $(H_2^2)$ using Eq. (2.23). This gives an additional current:

$$\delta j = (e\lambda /L) \sin \tilde{\alpha}$$

(2.51)

for $N$ even. For $N$ odd, there is no extra contribution to first order in $\lambda$ since $\langle \psi^{\dagger}(L) \psi(0) \rangle \propto (\sigma_{\rho L}^{\dagger})$. Hence to first order, we expect that in the limit of small $\delta n$ the current for $N$ odd, $j_o$, remains unchanged with respect to its value at half-filling.

Note, however, that we have only evaluated the contributions of $H_{int}$ to the current in first order perturbation theory in $H_2$. Thus we have not ruled out the possibility of a term of $O(1/L)$ in the current for $N$ odd, with broken PH symmetry.

Adding the universal result for the PH symmetric case to this correction from PH symmetry breaking (and reinserting the factor of $v_F$ previously set to one) gives a persistent current, for $N$ even:

$$j_e = \frac{euv_F}{L} \left[ \frac{\pi \xi_K}{4L} \sin(2\tilde{\alpha}) + \lambda \sin(\tilde{\alpha}) \right].$$

(2.52)

The nonuniversal term arising from PH symmetry breaking, proportional to $\lambda$ will always dominate at sufficiently large $L$. However, provided that the dimensionless coupling, $\lambda \ll 1$, as we expect for small bare Kondo coupling and not too strong direct tunneling across the quantum dot, the first, universal, term will dominate over the range of lengths:

$$\xi_K \ll L \ll \xi_K /\lambda.$$  

(2.53)

The presence of a term in $j_e$ proportional to $\sin(\tilde{\alpha})$ in the absence of PH symmetry was shown in Ref. 34 using strong coupling perturbation theory. The above derivation provides further independent analytical evidence for such a term.

III. NUMERICAL RESULTS

The Fermi-liquid theory results for the persistent current developed in the previous section are parametrized in terms of $T_K$ and should be valid in the regime $T \ll T_K, 1 \ll \xi_K /L$. For a useful numerical test of these results it is therefore necessary to study ratios of the Fourier components of the persistent current that become independent of $T_K$ and can be tested at $T=0$ using exact diagonalization (ED) methods.
Furthermore, in order for $1 \ll \xi_K$ to hold, $J_K$ should not be too large. A more severe constraint is that the system sizes should satisfy $L \gg \xi_K$. With an exponentially diverging $\xi_K$ at small $J_K$ we see that we quickly leave the regime of validity of Fermi-liquid theory as $J_K \to 0$ for the rather modest systems sizes we can treat using ED. Clearly, the interesting regime is then intermediate values for $J_K$. Our approach is then to calculate the different Fourier components, $a_n$, of the persistent current, $j$, as a function of the flux, $\alpha$. Our convention for the Fourier components are $j(\alpha) = \sum_n a_n \sin(n\alpha)$. Note that a very precise determination of the $\alpha$ dependence is necessary in order to determine the Fourier components reliably and we typically use 200 values for $\alpha$. The numerical results can then be compared to the predictions of the Fermi-liquid theory as well as results previously obtained using strong coupling perturbation.

A. At half-filling

We start by discussing our numerical ED results obtained at half-filling with system sizes of $L=12$–15. Due to the lack of symmetry in these systems it is difficult to reach larger sizes and the largest system ($L=14$, $N=15$) required a diagonalization of a matrix of size 20, 796, 633 for each value of $\alpha$ after symmetry reductions.

In Ref. 34 strong coupling perturbative results were given for the persistent current at half-filling past the SCQD. It was shown that, for odd or even $N$,

$$j_o L e = \frac{32}{9 J_K} \left[ \tan \left( \frac{\pi}{2 L} \right) + \tan \left( \frac{3\pi}{2 L} \right) \right] \sin \alpha$$

$$\quad + \frac{128}{3 J_K^2} \left[ 2 \sin \alpha - \sin(2\alpha) \right],$$

$$j_e L e = \frac{32}{3 J_K^2} \left[ 1 + 1/\cos(\pi/L) \right]^2 \sin 2\alpha. \quad (3.1)$$

As elsewhere, $L$ does not include the impurity site while $N$ does include the impurity electron. The definition of $\alpha$ is also the same: For $N$ odd $\alpha = \alpha + \pi(N-1)/2$ and for $N$ even $\alpha = \alpha + \pi N/2$. If we concentrate on the first two Fourier coefficients of the current we see from the above strong coupling results of Eq. (3.1) that

$$\frac{a_2^o}{a_1^o} = \frac{-12}{J_K L \left[ \tan(\pi/2L) + \tan(3\pi/2L) \right] + 24},$$

$$\frac{a_2^e}{a_2^o} = \frac{-4}{\left[ 1 + 1/\cos(\pi/L') \right]^2 L^o}. \quad (3.2)$$

Here the superscripts $o$ and $e$ refer to $N$ odd or even, respectively. In the limit $L \to \infty$ we see that the strong coupling expansion gives

$$\frac{a_2^o}{a_1^o} \to -\frac{6}{\pi J_K + 12}, \quad \frac{a_2^o}{a_2^o} \to -1. \quad (3.3)$$

The Fermi-liquid theory developed in the preceding section, valid for $1 \ll \xi_K \ll L$, predicts, using Eqs. (2.29) and (2.40),

$$\frac{a_2^0}{a_1^0} = \frac{1}{2}, \quad \frac{a_2^o}{a_2^o} = 1. \quad (3.4)$$

When $J_K$ is exactly zero we obtain the behavior of an ideal ring, in this case the current has a characteristic sawtoothlike form where the same Fourier coefficients can be trivially calculated. One finds at $J_K=0$:

$$\frac{a_2^o}{a_1^o} = \frac{1}{2}, \quad \frac{a_2^o}{a_2^o} = 1. \quad (3.5)$$

Note that this result is dramatically different from the result of Eq. (3.4), valid for $1 \ll \xi_K \ll L$. The ratio of the Fourier coefficients appear discontinuous in the limit $J_K \to 0$.

We begin by discussing our results for $a_2^o/a_1^o$ which are shown in Fig. 1 for system sizes of $L=12$ and 14, for a range of different $J_K$. The theoretical strong coupling result of Eq. (3.2) for $L=12$ is shown as the dashed line and differs only slightly from the $L \to \infty$ result of Eq. (3.3) shown as the solid line. The numerical results agree with the strong coupling results once $J_K > 10$. In the opposite limit, $J_K \to 0$, we see that the numerical results quickly approach the ideal ring result of Eq. (3.5), shown as the dotted line. This is very reasonable, since the very limited system sizes of $L=12$, 14 certainly no longer satisfy the equality $L \gg \xi_K$ for Fermi-liquid theory to be valid once $\xi_K$ diverges as $J_K \to 0$. The interesting region is therefore the intermediate coupling region, $0.1 < J_K < 10$. A very rapid crossover from the ideal ring result of 1/2, at small $J_K$, to a negative value is observed, consistent with an exponentially diverging $\xi_K$. Furthermore, $a_2^o/a_1^o$ develops a pronounced plateau (“dip”) around $J_K \approx 4$, reaching negative values, even for these rather modest system sizes. As we increase the system size from $L=12$ to 14 this “dip” becomes slightly more pronounced. This implies that the crossover between the ideal ring result
for this ratio of 1/2, at small $J_K$, to the $J_K \to \infty$ result of 0, cannot be monotonic even in the thermodynamic limit. We take this to be indicative of the validity of the Fermi-liquid theory. We expect that numerical results for $\alpha_2^2/\alpha_1^2$ in the thermodynamic limit would roughly follow the strong coupling result given by Eq. (3.3) (the solid line in Fig. 1) out to $J_K \sim 0.1$ and then attain the value $-1/2$ rather quickly, jumping discontinuously for $J_K=0$, in accordance with the Fermi-liquid theory. In the subsequent section, where we discuss our results away from half-filling, we therefore exclusively focus on the value of $J_K=4$ for observing FLT behavior with the available system sizes.

Results for $\alpha_2^2/\alpha_1^2$ are shown in Fig. 2. In this case the behavior as a function of $J_K$ is monotonic and the evidence for a regime described by FLT perhaps less obvious. The dotted, dashed, and dashed-dotted lines are the ideal ring results of Eq. (3.5), the strong coupling result of Eq. (3.2), and the FLT result of Eq. (3.4). Again an extremely rapid crossover is seen at intermediate values of $J_K$. Furthermore, as the system size is increased from $L=12$ to 14 this crossover moves to smaller values of $J_K$ approaching the predictions of Fermi-liquid theory.

**B. Off half-filling**

Next, we turn to a discussion of our results for off half-filling. With our definitions of $N$ and $L$ we define, as elsewhere, $\delta n=(N-1)/L-1$. A typical Hilbert space size is 64, 414, 350 for ($L=15$, $N=14$) after symmetry reductions. In Ref. 34 strong coupling perturbative results for the current past the SCQD away from half-filling were also given. At large $J_K$ it was found that for $N$ odd and $N$ even:
The Fermi-liquid interaction in this form, see Ref. 37, but note that the fermion fields are defined with an unconventional normalization there so that they are larger by a factor of $\sqrt{2\pi}$. Now the phase $\alpha$ is regarded as a time-dependent vector potential, related to the potential energy drop across the quantum dot by

$$d\alpha/dt = -\int_{0^-}^{0^+} dx E(x) = \Delta V.$$  \hfill (4.4)

(In this section we set the electron charge, $e=1$, reinstating it at the end.) The conductance through a quantum dot, treating the leads as ballistic, is insensitive to where the electric field is applied so we have chosen, for convenience, to apply it right at the junction, over a region of width of order $\xi_k$.

We write the current operator as the rate of change of one-half the difference of the total number of electrons on the right-hand side ($x>0$) of the system minus the total number on the left-hand side:

$$I = (1/2)\dot{\delta n} = (1/2)[H, \hat{N}_+] - \hat{N}_-],$$  \hfill (4.5)

where

$$\hat{N}_+ = \int_0^\infty \left[ \psi_L^*(x) \psi_L(x) + \psi_R^*(x) \psi_R(x) \right],$$  \hfill (4.6)

and similarly for $\hat{N}_-$. As discussed above, we can use the perfectly reflecting strong-coupling BC of Eqs. (2.4) and (2.5) to rewrite the left and right movers at $x>0$ in terms of left-movers only on the entire real line. Thus we define

$$\psi_{L_+}(x) = \psi_L(x) \quad (x>0)$$

$$= \psi_R(-x) \quad (x<0).$$  \hfill (4.7)

Here the subscript $+$ indicates that this field derives from the $x>0$ region. Similarly, we define another left-moving field on the entire real line, $\psi_{L_+}(x)$ which derives from the region $x<0$:

$$\psi_{L_+}(x) = \psi_L(x) \quad (x<0)$$

$$= \psi_R(-x) \quad (x>0).$$  \hfill (4.8)

In this notation

$$\hat{N}_+ = \int_{-\infty}^\infty \psi_{L_+}^*(x) \psi_{L_+}(x)$$  \hfill (4.9)

and the operator appearing in the Fermi-liquid interaction, defined in Eq. (4.2), becomes

$$\psi = \frac{1}{\sqrt{2}}[\psi_L(0^+) - \psi_L(0^-)e^{-i\alpha}].$$  \hfill (4.10)
We wish to calculate \langle I \rangle in linear response to a time dependent vector potential \( \alpha(t) \). At this point, there are two ways of proceeding. We may use the expression \( I = (1/2)d(\Delta N)/dt \) where

\[
\Delta \tilde{N} = \tilde{N}_+ - \tilde{N}_- ,
\]  

(4.11)

and ultimately relate the conductance to the Green’s function of \( \Delta \tilde{N} \), or we may calculate explicitly the commutator \( [H, \Delta \tilde{N}] \) and relate the conductance to the Green’s function of that operator. In both approaches the calculation must be carried out to second order in the Fermi-liquid interaction and the amount of work is roughly the same either way. However, it is actually much more convenient to work with \( d\Delta \tilde{N}/dt \) because the needed Green’s function can be related to the \( T \)-matrix, which was calculated previously.\(^{10,37} \) This approach was used in Ref. 39, for instance, to calculate the conductance through an embedding quantum dot. The calculation is very similar in the side-coupled case and we may obtain the answer by only a slight modification of their result. This approach is used in the rest of this section. It is also of some interest to calculate the conductance using the commutator method and this is done in Appendix A, yielding precisely the same result.

In the \( d\Delta \tilde{N}/dt \) method, we use the fact that, to \( O(\alpha) \), \( H = H(0) + \alpha(t)I \), to obtain the conductance

\[
C = \lim_{\omega \to 0} \frac{1}{\omega} \int_0^\infty dt e^{i\omega t} \langle \{ I(t), I(0) \} \rangle .
\]  

(4.12)

Integrating by parts

\[
C = (1/4) \lim_{\omega \to 0} \omega \int_0^\infty d\omega e^{i\omega t} \langle [\Delta \tilde{N}(t), \Delta \tilde{N}(0)] \rangle ,
\]  

(4.13)

where the retarded Green’s function is evaluated at \( \alpha = 0 \). It is now convenient to go to the even-odd basis:

\[
\psi_{\alpha \alpha} = \frac{1}{\sqrt{2}} \left( \psi_{\uparrow \alpha} + \psi_{\downarrow \alpha} \right) .
\]  

(4.14)

Since the interactions only involve \( \psi_e \), \( C \) factorizes into a free Green’s function for \( \psi_e \), multiplied by the nontrivial Green’s function for \( \psi_e \). This latter Green’s function can be expressed in terms of the \( T \)-matrix, giving a formula for the conductance:\(^{40} \)

\[
C = \frac{e^2}{h} \sum_s \int d\epsilon (- df/d\epsilon) \left[ - \nu v \text{Im} T_s(\epsilon) \right] ,
\]  

(4.15)

where \( s = \pm 1 \) labels the fermion spin, \( f(\epsilon) \) is the Fermi distribution function at temperature \( T \), and \( \nu \) is the density of states. As shown in Ref. 39 following Refs. 10 and 37, for the embedded quantum dot:

\[
- \nu v T_s(\epsilon) = \frac{1}{2i} \left\{ \exp[2i\delta_s(\epsilon)] - 1 \right\} + \exp[2i\delta_s(\epsilon)] \left[ - \nu v \tilde{T}_s(\epsilon) \right] ,
\]  

(4.16)

where

\[
\delta_s(\epsilon) = s \pi/2 + \tilde{\delta}(\epsilon) ,
\]  

\[
\tilde{\delta}(\epsilon) = \omega T_K - \nu v \tilde{T}_s(\epsilon) = \frac{i (\epsilon^2 + \pi^2 T^2)}{2T_K^2} .
\]  

(4.17)

\( \tilde{T}_s(\epsilon) \) and \( \tilde{T}_s(\epsilon) \) are the phase shift andinelastic part of the \( T \)-matrix calculated in perturbation theory in the Fermi-liquid interactions. The extra \( \pm \pi/2 \) phase shift characterizing the strong coupling fixed point. This \( \pm \pi/2 \) phase shift reflects the perfect transmission (\( C = 2e^2/h \)) at \( T = 0 \) for the embedded quantum dot. On the other hand, for the side-coupled quantum dot, \( C = 0 \) at the zero temperature fixed point, implying the absence of this extra phase shift. Thus for the side-coupled quantum dot we have

\[
- \nu v T_s(\epsilon) = \frac{1}{2i} \left\{ \exp[2i\delta_s(\epsilon)] - 1 \right\} + \exp[2i\delta_s(\epsilon)] \left[ - \nu v T_s(\epsilon) \right] .
\]  

(4.18)

To order \( T^2 \), the difference between \( T \)-matrices for the embedded and side-coupled quantum dots is just a change in sign in the first and third terms. This implies

\[
- \nu v \text{Im} T(\epsilon) = 1 - \frac{3(\epsilon^2 + \pi^2 T^2)}{2T_K^2} \quad (\text{embedded}) ,
\]  

\[
- \nu v \text{Im} T(\epsilon) = \frac{3(\epsilon^2 + \pi^2 T^2)}{2T_K^2} \quad (\text{side-coupled}) .
\]  

(4.19)

Inserting these expressions into Eq. (4.15) for the conductance, and restoring \( \hbar \) and \( e \) which were previously set to one, gives

\[
C = \frac{2e^2}{h} \left[ 1 - \frac{\pi^2 T^2}{T_K^2} \right] \quad (\text{embedded}) ,
\]  

\[
= \frac{2e^2}{h} \frac{\pi^2 T^2}{T_K^2} \quad (\text{side-coupled}) .
\]  

(4.20)

We may now write universal Wilson-type ratios between the low temperature conductance, \( C \), through a side-coupled quantum dot and the zero temperature persistent current, \( j_\epsilon \), through the same quantum dot inserted into a ring of size \( L \gg \xi_K \):

\[
\frac{L^2 j_\epsilon / e v_F^2}{\hbar C/(2e^2 T^2)} \to \frac{1}{4} \sin 2\tilde{\alpha} ,
\]  

\[
\frac{L^2 j_\epsilon / e v_F^2}{\hbar C/(2e^2 T^2)} \to \frac{1}{2} \sin \tilde{\alpha} - \frac{1}{4} \sin 2\tilde{\alpha} .
\]  

(4.21)

When PH symmetry is broken the conductance also gets a contribution of second order in \( \lambda \), the coupling constant in the term, \( H_{2z} \), of the effective Hamiltonian, given in Eq. (2.43). The simplest way of evaluating this contribution is to observe that, since the Hamiltonian is noninteracting, ignoring the other term \( H_{int} \) in Eq. (2.18), we can evaluate the conductance at zero temperature using the Landauer formula,
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\[ C = (2e^2/h)T_f \]  

where \( T_f \) is the transmission probability through the quantum dot. For small \( \lambda, T_f = \lambda^2 \).

Including both terms, the conductance takes the form at low temperatures:

\[ C = \left[ \frac{\pi^2 T^2}{T_K} + \lambda^2 \right] \frac{2e^2}{h}. \]  \( \text{(4.22)} \)

At sufficiently low \( T \) the second, nonuniversal term, arising from PH symmetry breaking always dominates. However, provided that the PH symmetry breaking (and, in particular, the direct tunneling across the quantum dot) is small, the first, universal, term dominates for

\[ \lambda T_K \ll T \ll T_K. \]  \( \text{(4.23)} \)

Note that this situation is very analogous to that for the persistent current, with \( T \) replaced by \( v_F/L \).

V. CONCLUSION

We have developed a Fermi-liquid theory of the persistent current in a side-coupled quantum dot. This theory should correctly describe the limit \( a \ll \xi_K \ll L \) where \( a \) is a microscopic length scale. Numerical results are largely in agreement with the existence of a regime correctly described by this Fermi-liquid picture. However, probably due to the limited system sizes available and the requirement that \( L \gg \xi_K \), the numerical evidence cannot be described as strong although it still clearly lends support to the existence of a Fermi-liquid regime. Our Fermi-liquid theory confirms the existence of a term in the persistent current proportional to \( \sin(\alpha) \delta n \hat{J}_x L \) for \( N \) even, absent at half-filling. We have also calculated the conductance through a side-coupled quantum dot at low \( T \ll T_K \) and calculated a universal “Wilson” ratio relating the conductance to the persistent current. Finally we note that it would clearly be of considerable interest to include the effects of electron-electron interactions among the electrons in the ring and the modifications due to multiple channels which we have neglected in the present work.
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APPENDIX A: CONDUCTANCE BY COMMUTATOR METHOD

In this appendix we repeat the calculation of the conductance, writing the current as \( I = i[H, \Delta \hat{N}] / 2 \). This provides a check on the previous Fermi-liquid calculations involving the \( T \)-matrix in Refs. 10, 37, 39, and 40 and also provides an instructive example of how universal information can be extracted from a cutoff dependent result.

Since \([\hat{N}_x, \Delta \hat{N}, H] = 0\), we may equivalently use \( I = i[H, \hat{N}_x] \). Note that \( \hat{N}_x \) commutes with the noninteracting part of the Hamiltonian which is simply that of free fermions with perfectly reflecting BCs at the origin, since this Hamiltonian does not transmit any electrons between left and right sides of the system. The commutator of \( \hat{N}_x \) with \( H_{\text{int}} \) is readily calculated. Since all fields in the commutator are left-movers sitting at \( x = 0 \), we drop the \( L \) subscript and the (0) argument for simplicity. The result is

\[ I = i[H_{\text{int}}, \hat{N}_x] = - \frac{2\pi i}{3} \left[ e^{-i\alpha} \psi^* \frac{\sigma_+}{2} \psi - \text{H.c.} \right]. \]

\[ \left[ \psi^* - e^{-i\alpha} \psi \right] \frac{\sigma_+}{2} \left[ \psi^* - e^{-i\alpha} \psi \right] \]

\[ + \frac{1}{2T_K} \left[ \psi^*_x \frac{d}{dx} \psi^* - \frac{d}{dx} \psi^*_x \psi e^{-i\alpha} + \text{H.c.} \right] \]  \( \text{(A1)} \)

We note that this is, equivalently, \( I = dH_{\text{int}}/d\alpha \). We expand the current operator up to first order in the vector potential, \( \alpha \):

\[ I = I_0 + \alpha I_1 + O(\alpha^2). \]  \( \text{(A2)} \)

Here

\[ I_0 = \frac{4\pi i}{3T_K} \left[ \left( \psi^*_x \frac{\sigma_+}{2} \psi \right) - \left( \psi^*_x \frac{\sigma_+}{2} \psi (\bar{J}_x + \bar{J}_y) \right) - \text{H.c.} \right] \]

\[ + \frac{1}{2T_K} \left[ \psi^*_x \frac{d}{dx} \psi^* + \text{H.c.} \right] = I_{\text{in}} + I_{\text{el}}, \]  \( \text{(A3)} \)

where

\[ \bar{J}_x = \psi^*_x \frac{\sigma_+}{2} \psi \]

and we have defined the inelastic and elastic terms in the current operator which are, respectively, quartic and quadratic in fermion operators. The precise form of \( I_1 \) will not be needed. The conductivity is obtained from \( \langle I \rangle \), calculated to first order in \( \alpha \). Thus we obtain

\[ I(\omega) = [G_R(\omega) + \langle I_1 \rangle] \alpha(\omega), \]  \( \text{(A5)} \)

where \( G_R \) is the retarded Green’s function:

\[ G_R(\omega) = -i \int_0^\infty e^{-i\omega t} \langle \hat{I}_0(t), \hat{I}_0(0) \rangle_T. \]  \( \text{(A6)} \)

It can be seen that \( I = 0 \) when \( \alpha(t) \) is a constant, independent of \( t \). A nonzero \( I \) in this case would correspond to a persistent current, but this must vanish for infinite \( L \) since a constant phase \( \alpha \) in \( H_{\text{int}} \) can be eliminated by a gauge transformation in that limit. Thus we conclude that \( \langle I_1 \rangle = -G_R(0) \), so that

\[ I(\omega) = [G_R(\omega) - G_R(0)] \alpha(\omega). \]  \( \text{(A7)} \)

From Eq. (4.4), we see that

\[ I(\omega) = C(\omega) \Delta V(\omega), \]  \( \text{(A8)} \)

where the conductance, \( C(\omega) \), is given by

\[ C(\omega) = \frac{i}{\omega} [G_R(\omega) - G_R(0)], \]  \( \text{(A9)} \)

where \( \omega_\pi = 2\pi T \) and \( \beta = 1/T \). (We set Boltzmann’s constant equal to one.) The dc conductance is
We calculate the retarded Green’s function of $I_0$ by analytic continuation from the imaginary time, Matsubara Green’s function:

$$G(i\omega_n) = -\int_0^\beta d\tau e^{i\omega_n\tau}(I_0(\tau)I_0(0)).$$

(A11)

The free fermion Matsubara Green’s function, at late times, using the same normalization as in Eq. (2.22), that was used in the calculation of the persistent current is

$$\langle \psi_i^{(a)}(\tau)\psi_{j'}^{(b')}(0) \rangle \rightarrow \frac{\delta_i^a\delta_{j'}^{b'}}{2\sin(\pi\tau/\beta)},$$

(A12)

where $i, j=\pm$ labels the right and left sides of the junction, $x=0^\pm$ and $\beta$ is the inverse temperature. Using Wick’s theorem and collecting the various terms, we obtain the long-time behavior of the Matsubara Green’s function

$$\langle I_m(\tau)I_m(0) \rangle \rightarrow \frac{16\pi^2}{T_K^2} \frac{1}{(2\beta)^4\sin^4(\pi\tau/\beta)}.$$  \hspace{1cm} (A13)

To evaluate $\langle I_m(\tau)I_m(0) \rangle$, we use the derivatives of the free fermion Green’s function:

$$\frac{d}{dx} \left[ \frac{1}{\sin(\pi(\tau + ix)/\beta)} \right] = -\frac{i\pi \cos[\pi(\tau + ix)/\beta]}{\beta \sin^2[\pi(\tau + ix)/\beta]},$$

$$\frac{d^2}{dx^2} \frac{1}{\sin[\pi(\tau + ix)/\beta]} = -\frac{\pi^2 (1 + \cos^2[\pi(\tau + ix)/\beta])}{\beta^2 \sin^3[\pi(\tau + ix)/\beta]}.$$  \hspace{1cm} (A14)

The terms proportional to $\cos^2(\pi\tau/\beta)$ cancel leaving

$$\langle I_m(\tau)I_m(0) \rangle \rightarrow \frac{8\pi^2}{T_K} \frac{1}{(2\beta)^4\sin^4(\pi\tau/\beta)} = (1/2)\langle I_m(\tau I_m)(0) \rangle.$$  \hspace{1cm} (A15)

We now consider the Fourier transform of $G(\tau)$ at low frequencies and temperatures. The analytic continuation of $G(i\omega_n)$ ($\omega_n = 2m\pi/\beta$) to real frequencies gives the retarded Green’s function:

$$G(i\omega_n \rightarrow \omega + i\delta) = G_R(\omega),$$

(A16)

where $\delta$ is a positive infinitesimal. We will find that

$$G(i\omega_n \rightarrow A + B|\omega_n| + O(\omega_n^2),$$

(A17)

for $\omega_n \ll D$. The analytic continuation gives

$$K = \int_0^\beta \frac{d\tau e^{i\omega_n\tau}}{\sin^4(\pi(\tau + i\tau_0)/\beta)}.$$  \hspace{1cm} (A18)

FIG. 5. Contour used to evaluate the integral in Eq. (A21).

$$G(\omega_n) = \omega_n \int_{-\infty}^{\infty} \frac{d\tau e^{i\omega_n\tau} - e^{-i\omega_n\tau}}{\tau - i\epsilon} \rightarrow (-i\omega) \int_{-\infty}^{\infty} \frac{d\tau e^{i(\delta - \omega)\tau} - e^{-i(\delta - \omega)\tau}}{\tau - i\epsilon} = -i\omega.$$  \hspace{1cm} (A19)
Note that the sum converges due to the factors $e^{-2\pi n/\beta}$. Here the $a_m$ are the binomial coefficients:

$$a_m = (m+1)(m+2)(m+3)/6.$$  

(A24)

We now integrate over $\beta$ term by term. The result is

$$\int_0^\beta d\tau e^{i\omega_n(2m+1)/2\beta} = \beta \delta_{n,-(2+4m)}.$$  

(A25)

(Recall that $\omega_n = 2\pi n/\beta$.) Thus we obtain

$$K = \frac{4\beta^2}{3\pi^2} \omega_n \left[ 1 - \left( \frac{\beta\omega_n}{2\pi} \right)^2 \right] \theta(\omega_n).$$  

(A26)

Alternatively, the integral of Eq. (A22) can be evaluated by introducing the complex variable $z = e^{i2\pi n/\beta}$. The integration contour for $z$ is a circle of radius $e^{i2\pi n/\beta} < 1$. This contour encloses a pole of order $|n|-1$ when $n<-1$.

We also must perform the integration over the two quarter-circle contours:

$$K_{12} = \sum_{i=1}^2 \int_{C_i} dz e^{i\omega_n z} / \sin (\pi z/\beta).$$  

(A27)

On $C_1$ we write $z = r e^{i\theta}$ where $\theta$ goes from $0 \rightarrow \pi/2$ along the contour. On $C_2$ we write $z = \bar{r} e^{i\theta}$ where now $\theta$ goes from $\pi/2 \rightarrow \pi$. Since the integrand is invariant under a translation: $z \rightarrow z + \beta$, we may combine these two terms to write

$$K_{12} = i\tau_0 \int_0^\pi d\theta e^{i\omega_n \tau_0 e^{i\theta}}.$$  

(A28)

Next we expand $e^{i\omega_n \tau_0 e^{i\theta}}$ in powers of $\omega_n/\tau_0$ and expand $\sin(\pi \omega_n/\beta)$ in powers of $\tau_0/\beta$, giving

$$K_{12} = i\tau_0 \left( \frac{\beta}{\tau_0} \right) \int_0^\pi d\theta e^{i\omega_n \tau_0 e^{i\theta}} = \frac{\omega_n^2}{6} e^{2i\theta} \left[ 1 + i\omega_n \tau_0 e^{i\theta} \right.$$  

$$- \frac{\omega_n^2}{6} e^{2i\theta} + \frac{\omega_n^4}{120} e^{4i\theta} + \cdots \left. \right]^{-1}.$$  

(A29)

We Taylor expand, collect terms, and integrate term by term using

$$\int_0^\pi d\theta e^{im\theta} = \pi (m=0)$$  

$$= 0 \quad (m \text{ even}, m \neq 0)$$  

$$= 2im \quad (m \text{ odd}).$$  

(A30)

Note that nonzero terms from the expansion must be proportional to $e^{i\theta}$ or else $e^{2.im\theta}$ to give a nonzero contribution. The first type of terms are odd functions of $\omega_n$, proportional to $\omega_n$ and $\omega_n^3$. All other terms are even functions of $\omega_n$. Keeping only the terms which are nonvanishing as $\tau_0 \rightarrow 0$ gives

$$K_{12} = -\frac{2\omega_n^2}{3\pi^2} + \frac{\omega_n^4}{6\pi^2} + \frac{2\beta^2}{3\pi^4} - \frac{\omega_n^2}{\pi^4 \tau_0} + \frac{4\beta^2}{3\pi^2 \tau_0} + \cdots.$$  

(A31)

The omitted terms are all even functions of $\omega_n$ and vanish as $\tau_0 \rightarrow 0$.

Note that when we add $K + K_{12}$ we regain an even function of $\omega_n$, as we must:

$$K + K_{12} = -\frac{2\beta^2}{3\pi^2} \omega_n \left[ 1 - \left( \frac{\beta\omega_n}{2\pi} \right)^2 \right]$$  

$$+ \frac{2\beta^4}{3\pi^4 \tau_0} - \frac{\omega_n^2}{\pi^4 \tau_0} + \frac{4\beta^2}{3\pi^2 \tau_0} + \cdots.$$  

(A32)

The first two terms are singular functions of $\omega_n$ at $\omega_n = 0$. All remaining terms are nonsingular, even powers of $\omega_n$. The singular terms are cutoff independent, unlike the nonsingular ones.

Thus we may write the imaginary frequency Green’s function for the current operator as

$$G(i\omega_n) \rightarrow G(0) + \frac{\pi T^2}{T_K^2} \omega_n^2 + O(\omega_n^4).$$  

(A33)

The analytic continuation to real frequency is straightforward, using Eq. (A19)

$$G_R(\omega) \rightarrow G_R(0) - \frac{i\pi T^2}{T_K^2} \omega + O(\omega^3).$$  

(A34)

Thus we obtain the dc conductance from Eq. (A10):

$$C = \frac{\pi T^2}{T_K^2} - \frac{2e^2}{h} \pi T^2.$$  

(A35)

the same result obtained from the derivative method, Eq. (4.20). (A factor of $e^2/h$, previously set equal to one was inserted in the last step.)

In Sec. V, we evaluated the conductance from the PH symmetry violating the tunneling term using the Landauer formalism. It is instructive to evaluate the conductance instead using the Kubo formula and the commutator approach, as done earlier in this appendix. In this case, the new term in the ($\alpha=0$) current operator is

$$\delta I_0 = i\lambda e^{i\pi(N-1)/2} \phi^*_+ \psi_+ + \text{H.c.}$$  

(A36)

The Green’s function for $I_0$, for large imaginary times, now picks up a correction:\n
$$\delta I_0(\tau) I_0(0) = 4\lambda^2 \frac{1}{(2\beta)^2 \sin^2(\pi \tau/\beta).}$$  

(A37)

We may evaluate the Fourier transform using the same methods as above. However, we focus immediately on the $T=0$ limit, for simplicity:

$$\delta \tilde{G}(\omega) = -4\lambda^2 \int_0^\infty \frac{d\tau e^{i\omega \tau}}{(2\pi \tau)^2}.$$  

(A38)
This integral requires an ultraviolet cutoff, as before. Cutting off the integral at $|\tau| > \tau_0$ gives
\[ \delta \tilde{g} = -\frac{2\lambda^2}{\pi^2} \int_{\tau_0}^{\infty} \frac{d\tau}{\tau} \cos(\omega_n \tau). \] (A39)

It is convenient to integrate by parts, giving
\[ \delta \tilde{g} = -\frac{2\lambda^2}{\pi^2} \frac{2\lambda^2 |\omega_n|}{\pi^2} \int_{\tau_0}^{\infty} \frac{d\tau}{\tau} \sin(\omega_n \tau) + O(\tau_0). \] (A40)

[We used $\cos(\omega_n \tau_0) \sim 1$ in the first term.] Since this integral now converges, we may take $\tau_0 \rightarrow 0$, assuming that $|\omega_n| \tau_0 \ll 1$. We may then rescale the integral giving
\[ \delta \tilde{g} = -\frac{2\lambda^2}{\pi^2} \frac{2\lambda^2 |\omega_n|}{\pi^2} \int_{0}^{\infty} \frac{ds}{s} \sin s + O(\tau_0). \] (A41)

Evaluating the integral gives
\[ \delta \tilde{g} = -\frac{2\lambda^2}{\pi^2} \frac{2\lambda^2 |\omega_n|}{\pi^2} + O(\tau_0). \] (A42)

Note that we again obtain a term which is even in $\omega_n$, but singular, involving an absolute value. Analytically continuing to real frequency, using Eq. (A19) we obtain the zero temperature dc conductance from Eq. (A10):
\[ C = \frac{\lambda^2}{\pi} - \frac{2e^2}{h} \lambda^2, \] (A43)

the same result that is obtained from the Landauer formula. (Again a factor of $e^2/h$ was inserted at the last step.)

Alternatively, we could cutoff the integral in Eq. (A38), by a finite bandwidth, $2D$. Then the fermion propagator is modified to
\[ \langle \psi_i^{\dagger}(\tau) \psi_j(0) \rangle \rightarrow \delta_\eta^{\alpha} \delta_\eta^{\beta} \frac{1 - e^{-D|\eta|}}{2\pi \tau}, \] (A44)

giving
\[ \delta G(\omega_n) = 4\lambda^2 \int_{-\infty}^{\infty} d\tau e^{i\omega_n \tau} \frac{(1 - e^{-D|\tau|})^2}{(2\pi \tau)^2}. \] (A45)

where the integration region is now the entire real line. This can be expressed in terms of the exponential integral function, $E_i(x)$, giving a term of $O(D)$, the same universal term, $-\lambda^2 |\omega_n| / \pi$, plus terms that vanish when $1/D \rightarrow 0$. This confirms that the term $\sim |\omega_n|$, which determines the conductance, is indeed universal.

**APPENDIX B: DEFINITIONS OF $T_K$**

The definition of $T_K$ used in this paper, and defined in Eq. (2.16), is the one first introduced by Nozières\cite{Noziere} in the original paper on local Fermi-liquid theory for the Kondo model. It corresponds to an arbitrary choice but does have the advantage that the coefficient of $T_K^2/T_K^2$ in the conductance has the relatively simple value of $\pi^2$. [See Eq. (4.20).] Another popular definition is the one adopted by Wilson, which we refer to as $T'_K$.

This is fixed by the requirement that the impurity susceptibility, at $T \gg T_K$, has a particular form:
\[ \chi_{imp} \rightarrow \frac{(g\mu_B)^2}{4T} \left[ \frac{1 - 1}{\ln(T/T'_K)} - \frac{(1/2)\ln[\ln(T/T'_K)]}{\ln^2(T'/T'_K)} \right] + O(\ln^2[\ln(T/T'_K)] \ln^3(T'/T'_K)). \] (B1)

At low temperatures,\cite{Affleck}
\[ \chi_{imp} \rightarrow \frac{(g\mu_B)^2}{4T} w^2, \] (B2)

where the Wilson number $w$ has the value
\[ w = e^{C+1/4}/\pi^{3/2} \approx 0.4128 \] (B3)

and $C$ is Euler’s constant ($\approx 0.577216$). These definitions of $T_K$ are related by
\[ T'_K = (\pi w/4) T_K. \] (B4)

Rather accurate results have been determined for the conductance at all temperatures using a numerical renormalization group\cite{Affleck} and integrability\cite{Affleck}. These authors generally use a Kondo temperature, $T'_K$, related to the other ones by
\[ T'_K = T_K/w = (\pi/4) T_K, \] (B5)

motivated, perhaps, by the fact that the zero temperature impurity susceptibility now takes the simple form $\chi_{imp} \rightarrow (g\mu_B)^2/(4T'_K^2)$. Some experimental papers\cite{Affleck, Affleck} on the Kondo effect in embedded quantum dots define a Kondo temperature by the condition that the conductance take half its zero temperature value at $T = T'_K$:
\[ C(T = T'_K)/C(T = 0) = 1/2. \] (B6)

The theoretical results in Ref. 42 indicate that $T'_K \approx T_K$. In Ref. 37 we wrote the Fermi-liquid interaction:
\[ H_{int} = -\lambda \left( \psi_{\uparrow} \vec{\sigma} \psi_{\downarrow} \right)^2 \] (B7)

(where $\lambda$ is not to be confused with the coefficient of the particle-hole breaking term in the current paper) and we normalized our fermions in an unconventional way so that $\psi_{\uparrow} = i \sqrt{2} \psi_{\uparrow}$. Thus
\[ \lambda = \frac{2}{3\pi T'_K}. \] (B8)

Numerous other definitions of $T_K$ are also in use including, for example, the frequency scale at which $\text{Im} \mathcal{T}(\omega, T=0)$ is reduced by $1/2$ from its maximum at zero frequency.
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