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\textsuperscript{63}Cu and \textsuperscript{139}La nuclear quadrupole resonance and Zeeman perturbed nuclear magnetic resonance experiments are performed on the striped phase of the high-temperature superconductors La\textsubscript{2-x}Ba\textsubscript{x}CuO\textsubscript{4} and La\textsubscript{2-x-y}(Nd,Eu)\textsubscript{y}Sr\textsubscript{2}CuO\textsubscript{4}. The first goal of the present study is to utilize the fact that ordered Cu magnetic moments exert a static hyperfine field on the \textsuperscript{63}Cu and \textsuperscript{139}La nuclei to deduce the charge density and ordered moment within the CuO\textsubscript{2} planes. A hyperfine-broadened nuclear quadrupole resonance (NQR) line shape is observed in both La\textsubscript{2-x}Ba\textsubscript{x}CuO\textsubscript{4} and La\textsubscript{1-x-0.20}Eu\textsubscript{0.20}Sr\textsubscript{2}CuO\textsubscript{4} for \(x \approx \frac{1}{3}\). Detailed numerical analysis of the \textsuperscript{63}Cu NQR line shape establishes that widely accepted models of periodic sinusoidal or square-well-shaped modulations of spin density waves with maximum moment \(\sim 0.3 \mu_B\), as inferred from elastic neutron scattering and muon spin rotation (\(\mu\)SR) measurements, cannot account for the NQR line shape unless we assume a relatively small ordered moment \(\sim 0.15 \mu_B\) with a comparably large distribution. The second goal of the present work is to establish the temperature dependence of the fluctuation frequency scale of stripes. We find that the fraction of missing \textsuperscript{63}Cu NQR intensity below charge ordering temperature \(T_{\text{charge}}\) accurately tracks the temperature dependence of the charge order parameter as measured by scattering methods. By fitting a \textit{single} model to the temperature dependences of the wipeout fraction \(F(T)\) for \textsuperscript{63}Cu and \textsuperscript{139}La NQR, the spin order parameter measured by elastic neutron scattering, and the \(\mu\)SR data, we deduce the spatial distribution of the spin fluctuation frequency scale \(\Gamma\) and its temperature dependence. These results indicate that as soon as the charge dynamics slow down, the spin fluctuations begin to slow dramatically with spin stiffness \(2\pi \rho_i^\text{eff}\) \(\sim 200\) K. By extending the analysis to other hole concentrations, we demonstrate a qualitative difference in the spatial variation of electronic states induced by slowing the charge dynamics above and below \(x = \frac{1}{3}\).
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I. INTRODUCTION

The electronic phase diagram of high-\(T_c\) cuprates involves a number of different phases and crossovers, including an undoped antiferromagnetic phase (Néel state), an insulator-metal crossover, a spin-glass phase, a pseudogap phase, and an overdoped metallic regime, in addition to the insulator-metal crossover, a spin-glass phase, a pseudogap phase, and an overdoped metallic regime, in addition to the.

A relatively new addition to the already complex electronic phase diagram of high-\(T_c\) cuprates is the so-called \textit{stripe phase} near the magic hole concentration \(x \approx \frac{1}{3}\). It has been demonstrated by elastic neutron scattering experiments on Nd-codoped La\textsubscript{2-x}Sr\textsubscript{2}CuO\textsubscript{4} by Tranquada \textit{et al.} that doped holes microscopically phase segregate into hole rivers forming a charge density wave (CDW).\textsuperscript{2} The hole rivers become antiphase boundaries between hole-poor segments in which Cu spins form a short-range spin density wave (SDW) order. Recent measurements based on neutron scattering,

\textsuperscript{3-x} nuclear quadrupole resonance (NQR),\textsuperscript{10-14} electron spin resonance (ESR),\textsuperscript{15,16} x-ray scattering,\textsuperscript{17,18} charge transport,\textsuperscript{19-24} photoemission spectroscopy,\textsuperscript{25,26} and muon spin rotation (\(\mu\)SR),\textsuperscript{27-32} detect experimental signatures of the stripe instabilities in the underdoped regime.

A major difficulty in applying NMR techniques to investigate the stripe phase of high-\(T_c\) cuprates is in the glassy nature of the slowing down of stripes that is observed for most striped cuprates\textsuperscript{9,29} [one exception being La\textsubscript{2}CuO\textsubscript{4+\delta} Refs. 6 and 32]. Unlike ordinary second-order phase transitions, the slowing of stripe fluctuations is very gradual and inhomogeneous. This means that the experimental signature of stripe freezing appears at different temperatures depending on the characteristic frequency of the experimental probe. If one uses a probe with a lower-frequency scale, the stripe anomaly takes place at a lower temperature. Furthermore, the glassy freezing of the stripes does not show typical signatures of the phase transitions observed by NMR, such as a divergence of NMR spin-lattice and spin-spin relaxation rates \(1/T_1\) and \(1/T_2\) at the onset of freezing. That explains why earlier NMR studies of underdoped high-\(T_c\) cuprates carried out before the discovery of stripes by Tranquada \textit{et al.} by neutron scattering failed to capture the various signatures of stripe instabilities in a convincing manner, even though there are some results that seem, retrospectively, consistent with stripe anomalies.\textsuperscript{33-40}

Very recently, we demonstrated that the slowing of stripes in La\textsubscript{2-x}Sr\textsubscript{2}CuO\textsubscript{4} with and without Nd or Eu rare-earth codoping and in La\textsubscript{1.875}Ba\textsubscript{0.125}CuO\textsubscript{4} can be easily captured by measuring the anomalous reduction (i.e., \textit{wipeout}) of the \textsuperscript{63}Cu NQR intensity.\textsuperscript{10,11}
In our earlier publications,\textsuperscript{10,11} we left some important issues unexplored. First, if stripes keep slowing down with decreasing temperature, what kind of spin and charge density modulation does the stripe phase exhibit in the ground state at NMR and NQR time scales? Second, what is the spatial distribution of the stripe fluctuation frequency? Third, how does the hole concentration affect the slowing of stripes? To address these issues, we now report a more detailed \textsuperscript{63}Cu and \textsuperscript{139}La NQR study of \textit{La}_{1-x}\textit{Sr}_{x}\textit{CuO}_{4} near the magic hole concentration \(x \approx 0.1\) down to 350 mK. In Sec. III, we report Zeeman-perturbed \textsuperscript{63}Cu and \textsuperscript{139}La NQR line shapes including detailed numerical simulations. Our preliminary line shape measurements on \textsuperscript{63}Cu-isotope-enriched samples conducted for our earlier publication\textsuperscript{10} did not reveal any noticeable structures down to 1.7 K other than a single peak, in agreement with an earlier finding by Tou et al. reported for a \textsuperscript{63,65}Cu mixed-isotope sample.\textsuperscript{35} This made us suspect that stripes are still fluctuating quickly enough relative to NQR time scales to \textit{motonially narrow}\textsuperscript{41,42} the line shapes at 1.7 K. Accordingly, we developed a top-loading \textsuperscript{3}He NMR system to conduct NQR line shape measurements in a broad frequency range down to 350 mK in the hope that any stripe excitations with energy \(\Delta E/k_B \approx 1\) K or higher would be suppressed. However, our results at 350 mK demonstrate that a \textit{periodic} spatial modulation of spin and charge density hardly exists at NQR time scales even at 350 mK. This is in remarkable contrast with elastic neutron, x-ray, and \(\mu\)SR measurements that successfully detect short-range spin and charge order \textit{at time scales that are three to seven orders of magnitude faster than NQR measurements}. Our NQR results suggest that the short-range stripe order is highly disordered or that extremely slow dynamic fluctuations persist even at 350 mK or probably both. In Sec. IV, we analyze the distribution of \textsuperscript{139}La nuclear relaxation \(139T_1\) and demonstrate that below charge ordering, glassy slowing of the Cu spins fluctuations sets in and results in a large spatial distribution of \(139T_1\). We also analyze the wipeout of \textsuperscript{63}Cu and \textsuperscript{139}La. We employ the renormalized classical scaling in the nonlinear \(\sigma\) model to fit the entire set of existing data with a small spin stiffness \((2\pi\tau_{S}^{\sigma}_{\perp} \approx 200\) K) which is reduced due to slowed charge dynamics. This analysis accounts for the temperature dependences of not only the \textsuperscript{63}Cu NQR wipeout, but also the \textsuperscript{139}La NQR wipeout, the order parameter of spin stripes measured by elastic neutron scattering, the \(\mu\)SR asymmetry, and the recovery of both \textsuperscript{63}Cu and \textsuperscript{139}La NQR intensity, all within a single framework. From the analysis, we estimate the spatial distribution of stripe fluctuations as a function of temperature. We find that below \(T_\text{charge}\) the glassy slowing down of stripes results in three orders of magnitude distribution in fluctuation frequencies in agreement with our analysis of \(139T_1\). This is in contrast to the well-known neutron results in the normal metallic state of \textit{La}_{2-x}\textit{Sr}_{x}\textit{CuO}_{4}, where the spin fluctuation energy scale \(h\Gamma\) is well defined by a single value on the order of \(k_BT\) and that \(h\Gamma\) varies roughly in proportion to \(T\) as originally discovered by Keimer et al.\textsuperscript{43} (called \(\omega T\) scaling\textsuperscript{43,44} or quantum critical behavior\textsuperscript{45}). In Sec. V, we extend the analysis to deduce a diagram of temperature versus stripe fluctuation frequency for various hole concentrations.

II. EXPERIMENT

All of the single-phase and polycrystalline samples of \textit{La}_{2-x-y}(\text{Eu,Nd})\textsubscript{y}(\text{Ba,Sr})\textsubscript{z}\textit{CuO}_{4} used in this study were prepared using conventional solid-state procedures. We mixed predried \textit{La}_{2}O\textsubscript{3} (99.99%), \textit{Eu}_{2}O\textsubscript{3} (99.99%), \textit{Nd}_{2}O\textsubscript{3} (99.99%), \textit{BaCO}_{3} (99.95%), \textit{SrCO}_{3} (99.99%), and \textit{CuO} (99.99%) with correct nominal compositions, and ground by hand with an agate mortar and pestle until an intimate mixture is obtained. To make complicated line shape analysis feasible, some samples were enriched with either \textsuperscript{63}Cu or \textsuperscript{65}Cu isotopes. This first grinding usually consumed 40–60 min for the 1–4 g of powder that we prepare. A prereaction was carried out for 20 h in a box furnace at 850 °C followed by repeated regrinings and sinterings (also 20 h) at temperatures between 950 and 1000 °C. Finally the samples were pelletized and high-temperature annealed in flowing \textit{O}_{2} gas at 1100–1150 °C for 24–48 h before a slow and controlled cooling cycle that includes low-temperature annealing at 800 °C (24 h) and 500 °C (24 h). By using a large number of grindings (typically 5–8), we achieved homogenous, high-quality polycrystalline samples. The powder x-ray spectra revealed that all samples were single phased. The measured lattice parameters showed systematic variation through the sample families as a function of hole concentration, revealing the room-temperature orthorhombic-to-tetragonal structural transition, and were well within the range of previously published data.\textsuperscript{46} To further characterize the prepared samples, magnetization measurements were performed with a superconducting quantum interference device (SQUID) magnetometer at a field of 10 Oe. All superconducting samples showed a clear diamagnetic response, and \(T_c\) and the volume fraction were consistent with previous measurements.\textsuperscript{47} Nonsuperconducting samples showed no Meissner shielding down to 5 K.

All nuclear resonance data were taken with a homemade, phase-coherent pulsed NMR spectrometer using the standard \(\pi/2-\tau-\pi\) pulse sequence with a typical pulse separation time \(\tau = 12\) μs. For measurements at and above 1.7 K we used a commercial cryostat and measured temperature with calibrated Cernox and carbon-glass resistors. In order to conduct Zeeman-perturbed NQR measurements in zero applied field down to 350 mK, we developed a top-loading NMR system utilizing a commercial single-shot \textsuperscript{3}He refrigerator. In those cases, temperature was measured via a calibrated ruthenium oxide temperature sensor.

III. ZEEMAN-PERTURBED NQR LINE SHAPE

A. Principles of Zeeman-perturbed NQR

In the Néel-ordered state of the undoped parent compound of high-\(T_c\) cuprates, Zeeman perturbed NQR has been successfully utilized to measure the sublattice magnetization \(\langle S_i^z \rangle\) and its temperature dependence. In antiferromagnets below the Néel temperature \(T_N\), the nuclear resonance frequency \(f_i\) of the \(i\)-th site depends on \(\langle H_i^z \rangle\), the static com-
FIG. 1. Plot of $^{63}$Cu NQR ($I = \frac{1}{2}$) transition frequencies as a function of hyperfine field in the $ab$ plane with an axially symmetric quadrupole tensor $\nu_Q = 34.5$ MHz. This chart is applicable for the case of $^{63}$Cu resonance in La$_{0.875}$Ba$_{0.125}$CuO$_4$. The dashed lines mark transitions that occur with very low probability. The intersects of three solid curves and the dotted vertical line at $H = 8.2$ T correspond to three zero-field Cu NMR lines observed for La$_2$CuO$_4$ by Tsuda et al. (Ref. 50) (to be rigorous, $\nu_Q = 31.9$ MHz at 1.3 K in La$_2$CuO$_4$).

ponent of hyperfine magnetic field at that site. Typically, $\langle H_i \rangle$ originates from the hyperfine coupling $A^{ii}$ with the ordered magnetic moment $\langle S_i \rangle$ at the same site and from the transferred hyperfine coupling $A^{ij}$ with the ordered magnetic moment $\langle S_j \rangle$ at the nearest-neighbor sites. Since the hyperfine coupling constants can be determined based on NMR measurements in the paramagnetic state above $T_N$, one can utilize the nuclear resonance frequency $f_i$ to measure the hyperfine magnetic field $\langle H_i \rangle$ and, hence, the sublattice magnetization $\langle S_i \rangle$. This technique has been employed successfully in the Néel state of several undoped parent compounds of high-$T_c$ cuprates. In the case of undoped La$_2$CuO$_4$ ($T_N = 325$ K), Tsuda et al. find three peaks corresponding to the transitions $\{|F_z = + \frac{1}{2}\} \leftrightarrow \{|F_z = - \frac{1}{2}\}$, and $\{|F_z = + \frac{1}{2}\} \leftrightarrow \{|F_z = - \frac{1}{2}\}$ for each of the $^{63}$Cu and $^{65}$Cu isotopes (both have nuclear spin $I = \frac{1}{2}$). Defining $A_i = A^{ii}$ as the $x$ component of the on-site hyperfine coupling constant and $B = A^{ij}$ as the isotropic supertransferred hyperfine coupling constant from the four nearest Cu neighbors sites, the hyperfine magnetic field at the nuclear site $i$ can be written as

$$\langle H_i \rangle = A_i \langle S_i \rangle + B \sum_{j \neq n} \langle S_j \rangle,$$

where the sum is taken over the four nearest neighbors. We also use the fact that the ordered Cu moments lie within the $ab$ plane. For the present case of a two-dimensional square-lattice antiferromagnet, $\langle S_i \rangle = -\langle S_j \rangle$ for nearest neighbors $i$ and $j$. Then Eq. (1) simplifies to

$$\langle H_i \rangle = (A_i - 4B)\langle S_i \rangle.$$

From the analysis of the three transitions of $^{63}$Cu zero-field NMR (see Fig. 1), Tsuda et al. find the internal field at the Cu nucleus to be $\langle H_i \rangle = 8.2$ T in La$_2$CuO$_4$. On the other hand, the hyperfine coupling constants are known to be $A_i = 38$ kOe/\(\mu_B\) and $B = 42$ kOe/\(\mu_B\). Together, these values imply an effective moment of $\langle |S_i| \rangle = \langle |S_j| \rangle \approx 0.63\mu_B$, in accordance with previous results of muon spin precession measurements, which indicate a moment of $\approx -0.58\mu_B$.\(^{57}\) Additionally, the frequency splitting between two satellite transitions $\{|F_z = + \frac{1}{2}\} \leftrightarrow \{|F_z = + \frac{1}{2}\}$ and $\{|F_z = + \frac{1}{2}\} \leftrightarrow \{|F_z = - \frac{1}{2}\}$ provides information regarding the nuclear quadrupole interaction tensor, which reflects the second derivative of the electrostatic Coulomb potential at the Cu sites.\(^{41,42}\) The splitting data may be used, in principle, to obtain information regarding the charge state of the observed nuclei.\(^{50,51}\)

If well-defined static charge and magnetic order exist in the striped materials, we would expect similar, highly structured resonance line shapes arising from each unique Cu site, from which we could gain insight into the spin state from the measured hyperfine magnetic field $H_i$ and the charge state from the nuclear quadrupole interaction tensor $\nu_Q$. Contrary to these expectations, we observed no evidence for well-defined periodic spin and charge density modulations even at 350 mK, as will be described in the following sections.

B. $^{63}$Cu NQR and NMR spectra in La$_{1.875}$Ba$_{0.125}$CuO$_4$

In 1991, magnetic order was discovered in a $x = \frac{1}{8}$ doped sample of La$_{2-x}$Ba$_x$CuO$_4$ using $\mu$SR by Luke et al.\(^{27}\) The next year, Tou et al. reported anomalous broadening of the low-temperature $^{63,65}$Cu NQR spectra, consistent with Zeeman-perturbed NQR.\(^{35}\) Here we provide a comprehensive understanding of the low-temperature Cu resonance line shape in light of the progress that has been made in the field of stripe physics. As demonstrated earlier by Hunt et al.\(^{10}\) and Singer et al.,\(^{11}\) most of the NQR response of Ba-, Nd-, and Eu-doped materials is semiquantitatively identical for $x = \frac{1}{8}$. In the following, we focus our discussion of the NQR line shapes on the La$_{1.875}$Ba$_{0.125}$CuO$_4$ sample. The Nd-doped materials are ill suited for Zeeman-perturbed NQR measurements at low temperatures due to the large Nd$^{3+}$ local moments that make the relaxation rates too fast, and the Eu-doped samples show extra NQR peaks as discussed in Sec. III F.

Selected $^{63}$Cu NQR line shapes for $^{63}$Cu-isotope-enriched La$_{1.875}$Ba$_{0.125}$CuO$_4$ are shown in Fig. 2. At high temperatures we observe the well-known $A$ and $B$ NQR lines.\(^{58}\) The relative intensity of the $B$ line is the same as the doped concentration $x$ of the impurity ions Ba$^{2+}$ and Sr$^{2+}$, over a broad concentration range 0.02 $\leq x \leq 0.30$.\(^{59,60}\) Furthermore, the $B$ line is known to be observable even at elevated temperatures as high as 800 K.\(^{60}\) Accordingly, it is unlikely that the $B$ line originates from electronic effects such as phase separation or stripes. The most likely scenario is that the $B$ line arises from Cu sites directly across the apical O from the doped Ba position and the lattice contribution to the electric field gradient is different due to the presence of a Ba$^{2+}$ ion rather than La$^{3+}$. Needless to say, this line assignment of the $B$ line does not exclude the possibility that the $B$ site has a somewhat different local electronic state as compared to the surrounding A sites. In fact, $\langle 1/T_1 \rangle$ is known to be somewhat smaller for the $B$ site as shown by Yoshimura et al.\(^{58}\) In Fig. 7 we also show that Eu codoping results in a new structure at the low-frequency side of the $A$ line. We attribute this structure to the Cu site sitting across the apical O from the Eu$^{3+}$ ions.
The temperature dependence of the integrated $^{63}\text{Cu}$ NQR intensity is presented in Fig. 3. Since the occupation probability of nuclear spin levels is determined by the Boltzmann factor, the bare NQR intensity is inversely proportional to temperature $T$. Accordingly, we multiply the bare NQR intensity by $T$ to correct for the Boltzmann factor. We also calibrate the intensity of the observable NQR signal by extrapolating the observed spin-echo decay to $t=50$. The NQR intensity thus deduced corresponds to the number of nuclear spins whose resonance conditions are well defined and whose relaxation times $^{63}T_1$ and $^{63}T_2$ are long enough to be observed experimentally within the time domain of pulsed NQR measurements. The missing signal intensity arises because at least one of these conditions is violated for the lost signal.\textsuperscript{10,11} We note that these are standard procedures that have also been applied to the NMR investigation of the SDW state in electron-doped Nd$_{2-x}$Ce$_x$CuO$_4$ by Kambe \textit{et al.}\textsuperscript{61} Between room temperature and 70 K the lines retain constant intensity, as expected, because the number of $^{63}\text{Cu}$ nuclear spins detected by NQR measurements is unchanged. The peak frequency $\nu_Q(A)$ displays only a small temperature dependence down to $T_{\text{charge}}=70$ K as shown in Fig. 4. The weak temperature dependence of $\nu_Q(A)$ down to 70 K can be accounted for entirely based on a slight tilting of CuO$_6$ octahedra.\textsuperscript{11} However, as the temperature is decreased below 70 K, the temperature dependence of both $\nu_Q(A)$ and $\nu_Q(B)$ changes, and both $A$ and $B$ lines display an identical drop in intensity and both nearly disappear by 15 K.\textsuperscript{11} This drop in signal intensity is “wipeout.” As previously noted by Singer \textit{et al.}, the estimation of the NQR intensity close to the onset of wipeout is made more difficult due to the change in the form of the spin-echo decay. Given the uncertainties in fitting the spin-echo decay, it is impossible to define $T_{\text{NQR}}$ with an accuracy exceeding $\pm 10\%$.\textsuperscript{11} Within these uncertainties, the onset of wipeout, $T_{\text{NQR}}$, is indistinguishable from $T_{\text{charge}}$ for $x=\frac{2}{5}$. The wipeout and subsequent recovery...
of a large tail towards higher frequencies. Note that the spectra at 1.7 K and 350 mK are of identical shape and differ only in magnitude. In fact, the curves through those data sets in Fig. 2 are identical except for vertical scaling. Based on the analysis presented in the following two sections, we demonstrate that these changes are consistent with a broad distribution in the hyperfine magnetic field \( \langle H_z \rangle \) averaged over NQR time scales.

### C. Numerical simulations in standard stripe models

At the time of the discovery of stripes in Nd-doped \( \text{La}_{1.48}\text{Nd}_{0.48}\text{Sr}_{0.12}\text{CuO}_4 \) by neutron scattering, Tranquada et al. proposed a simple model valid at the short time scale of neutron scattering (1 meV \( \approx 2.4 \times 10^{11} \) Hz, corresponding to 4 psec) which consists of sets of three magnetic rows (a "stripe") separated by a charge-rich river which serves as an antiphase boundary for the antiferromagnetic order. This scenario is shown in Fig. 5(a). If the descriptions of the spin and charge density modulation based on this model and similar models as shown in Figs. 5(b)–5(e) (which are consistent with the neutron data) are valid for the entire sample at the much slower NQR time scale of \( \sim 20 \mu \text{sec} \), we would expect inequivalent Cu sites. In the case of the model of Fig. 5(a), we expect there to be three inequivalent Cu positions: one site in the middle of the magnetic region, one at the edge, and one in the charge-rich river. As a first approximation, we expect the two magnetic sites at the center and edge of the stripe to yield three NMR lines each, while the non-magnetic boundary site should produce a single NQR line. Thus, we might expect a total of at least seven resonance lines. These lines are not identifiable in the data.

Given that the 350 mK line shape shown in Fig. 2 is lacking the expected structure, we turn to numerical simulations by solving the Hamiltonian exactly. Using \( I \) as the nuclear spin, \( \eta \) as the asymmetry parameter of the electric field gradient (EFG), \( \gamma_n \) as the gyromagnetic ratio, \( h \) as Planck's constant, and \( H \) as the static hyperfine magnetic field, the Hamiltonian can be written as:

\[
\mathcal{H} = \frac{\nu_Q h}{2} \left( I_z^2 - \frac{1}{3} (I+1) \right) + \frac{1}{6} \eta (I^+_z + I^-_z) - \gamma_n h I \cdot \mathbf{I},
\]

(3)

where the \( ^{63}\text{Cu} \) nuclear spin is \( I = \frac{3}{2} \) and the quadrupole resonance frequency \( \nu_Q \), is related to the electron charge \( e \), the maximum of the EFG \( q \), and the \( ^{63}\text{Cu} \) quadrupole moment \( ^{63}Q \), by

\[
\nu_Q = \frac{3e^2}{2\hbar(I+1)} ^{63}Q.
\]

(4)

Because of local axial symmetry of the Cu sites, the electric field gradient is nearly axially symmetric in both undoped and hole-doped \( \text{CuO}_2 \) planes. Additionally, as originally shown by Ohsugi et al. the \( ^{139}\text{La} \) NQR line broadening takes place only for the \( \pm \frac{1}{2} \) \( \rightarrow \) \( \pm \frac{1}{2} \) transition in the low-temperature striped phase (also see Sec. III G). This indicates that the internal field lies primarily in the \( \text{CuO}_2 \) plane for \( x \approx 0.5 \). Under these conditions, the Hamiltonian from Eq.

---

**FIG. 5.** Numerical simulations of the \( ^{63}\text{Cu} \) spectra based on several microscopic stripe models. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape. (a)–(c) represent several commensurate stripe models, and an incommensurate spin density wave is presented in (d). Model (e) is a two-dimensional sinusoidal grid structure in the \( \text{CuO}_2 \) plane and (f) depicts a simple, broad distribution of the hyperfine magnetic field at the \( \text{Cu} \) sites. The right column contains the corresponding simulated line shape.
\begin{equation}
\gamma H = \frac{-6 \gamma_H - \nu_Q}{4} \quad \frac{\sqrt{3} \nu_Q}{4} \quad \frac{0}{4} \\
0 \quad \frac{-2 \gamma_H + \nu_Q}{4} \quad 0 \quad \frac{\sqrt{3} \nu_Q}{4} \\
\frac{\sqrt{3} \nu_Q}{4} \quad 0 \quad 0 \quad \frac{2 \gamma_H + \nu_Q}{4} \\
0 \quad \frac{\sqrt{3} \nu_Q}{4} \quad 0 \quad \frac{6 \gamma_H - \nu_Q}{4}
\end{equation}

(5)

Between the four eigenstates of the Hamiltonian, there are six possible transitions corresponding to six resonant frequencies as shown in Fig. 1. Some of these transitions are nearly forbidden by the $|\Delta m|=1$ selection rule and exist only due to the unusual mixing of states that occurs in the low- and intermediate-field regions where $\gamma_H \approx \nu_Q$. Thus we must consider the probability for each transition to occur. Following Muha, 64 we treat the small experimentally induced field $H_1 (\sim 100 \text{ G})$ as a perturbation and use the the standard time-dependent expression for the transition rate between two states $n$ and $n'$:

\begin{equation}
P_{n,n'} = |\langle n'| \mathbf{H}_1 |n \rangle|^2.
\end{equation}

Since we are working on polycrystalline samples where the direction of $H_1$ with respect to the crystal axis is random, we perform a powder average to obtain the probability for each transition. These probabilities correspond to the expected intensity for each resonance line in Fig. 1. Full line shape simulations are computed numerically by summing contributions from distributions in both the hyperfine field and in the quadrupole frequency. If the charge density modulation is sizable, $\nu_Q$ may vary depending on the site, and the axial symmetry of the EFG tensor can break down. However, the structureless broad resonance line observed below 8 K suggests that the spatial modulation of spin and charge is smooth at the NQR time scale $\tau_{NQR} \approx 10^{-2}$ sec. Hence we believe that approximating the quadrupole tensor as axially symmetric is acceptable in our simulations. Extrapolating from observations above 70 K before wipeout begins we find $\nu_Q(\text{A site}) = 34.5$ MHz for the A site and $\nu_Q(\text{B site}) = 41.8$ MHz for the B site. Note that, although the apparent peak frequency of the A line increases somewhat below 70 K as shown in Fig. 4, $\nu_Q(A) = 35.5$ MHz at 10 K is achieved only for several percent of the sample. It is not initially clear what distribution of quadrupole frequencies to employ at low temperatures, where we expect charge order to induce an added width. In this section, we take both the A and B lines to be Gaussians, each with a width of 5.6 MHz (full width at half maximum), corresponding to twice the value extrapolated from the A line data above 70 K. We discuss the effects of differing amounts of quadrupole broadening in Sec. III E. To allow direct comparisons to the data, the simulated intensities are weighted by the square of the resonant frequency to account for experimental sensitivity. 41

The next step is to estimate the distribution of the hyperfine magnetic field in various stripe models. First we examine the aforementioned model that was initially proposed by Tranquada et al., 2 which is shown schematically on the left side of Fig. 5(a). The Cu site in the middle of the magnetic “stripe” is locally in the same environment as in the antiferromagnetic Néel state, so we expect the field at the nucleus to be $H_{\text{center}} = |A_x - 4B| \mu_{\text{eff}}$ with an effective magnetic moment of $\mu_{\text{eff}} = 0.3 \mu_B$. 27,28,34 Inserting this value and the hyperfine coupling constants discussed above in Sec. III A, we estimate $H_{\text{center}} = 130 \text{ kOe}/\mu_B \times 0.3 \mu_B = 3.9$ T. For the Cu site at the edge of the stripe, there are only three magnetic nearest-neighbor sites that give rise to supertransferred hyperfine fields, so the expected field is $H_{\text{edge}} = |A_x - 3B| \mu_{\text{eff}} = 2.6$ T. The last Cu site is within the antiphase boundary, where we expect oppositely oriented magnetic contributions from two nearest neighbors which cancel, yielding $H_{\text{boundary}} = 0$. We plot these values of $H_{\text{center}}$, $H_{\text{edge}}$, and $H_{\text{boundary}}$ in the distribution of the internal field at the top center of Fig. 5, where the vertical scale is determined by the relative numbers of each Cu site, which is the integral of each peak. The widths are chosen as depicted in the figure, where for $H > 0$ the widths are proportional to the hyperfine field $H$ as would be expected for magnetic broadening. The numerically computed $^{63}$Cu line shape is shown at the right of Fig. 5(a). Agreement between the data and the simulated line shape is poor. Specifically, all of the structures are too sharp, and even the largest peak is located at $\sim 37$ MHz, above the 31-MHz peak seen in the data.

In addition to the original model proposed by Tranquada et al., we examine site-centered and bond-centered commensurate sinusoidal spin density waves and an incommensurate sinusoidal spin density wave, as well as a grid model (site-centered sinusoidal spin density wave in two directions) as shown in Figs. 5(b)–5(e). In each case $\mu_{\text{eff}} = 0.3 \mu_B$ represents the magnitude of the maximum moment. For each model, we follow the same procedure as outlined above to construct a hyperfine distribution and compute an expected $^{63}$Cu line shape. In each of the simulated line shapes there is too much structure for a good match to the smooth data.

Even though agreement between the experimental spectra and the numerically simulated line shapes is poor, we notice that, in Figs. 5(d) and 5(e), there is substantial simulated signal at an experimental peak frequency of 31 MHz. These contributions do not arise from the details of the hyperfine field distribution, but rather from the nature of the transition energy levels themselves. If we look back at Fig. 1, we note the two transitions that start at $\nu_Q = 34.5$ MHz and move to lower frequencies with increasing field. These lines achieve a broad minimum at 31 MHz. Because of the high density of states that corresponds to resonant frequencies near 31 MHz, any continuous distribution of internal fields that includes contributions in the broad window from 0.5 T to 2.5 T will give rise to a line shape with a 31-MHz peak. With this in mind we examine broad distributions of the hyperfine field,
and by trial and error we achieve a good fit to experimental data as shown in Fig. 5(f). In Sec. III E we will return to the issue of the low-temperature line shape to understand the magnetic state of the Cu-O plane at the slow time scales of our pulsed NQR experiments.

D. Recovered $^{63}$Cu NQR intensity at 350 mK

So far we have considered only the line shape. Another important point that needs to be addressed is the integrated NQR intensity at 350 mK. An accurate measurement of the recovered integrated NQR intensity below 8 K is not easy. The $^{63}$Cu NQR line shape measurements above 10 K can be performed in one single scan over frequency without changing the experimental setup, but the Zeeman-perturbed NQR line shape is so broad that we need to replace the rf coil of the tuned LC circuit in our NMR probe 3 or 4 times to cover the entire frequency range from 20 to 90 MHz. This enhances the uncertainties in our estimate of the integrated intensity, and this is the primary reason why we have large error bars for the integrated intensity below 8 K in Fig. 3. In addition, the line shape below 25 MHz is superposed by an order-of-magnitude stronger $^{139}$La NQR line centered at 18 MHz. This does not allow us to measure the $^{63}$Cu Zeeman-perturbed NQR intensity below 25 MHz. Above 70 K, earlier high-field measurements for an aligned powder sample guarantee that there is no NQR line below 25 MHz. Within the large uncertainties, the recovered signal intensity integrated above 25 MHz represents only $50^{+30}_{-20}$% of the value above 70 K. However, it is important to notice that for hyperfine fields ranging up to $\sim 4$ T, there are two branches of Zeeman-perturbed NQR transitions below 25 MHz in Fig. 1. Within our model the calculations of Fig. 5(f) which correctly reproduce the line shape, we can estimate the fraction of integrated NQR intensity expected to appear below 25 MHz, which is 39%. It should be emphasized that the echo broadening and motional narrowing of integrated NQR intensity expected to appear below 25 MHz incorrectly appears to be a tiny fraction of the whole line shape. In other words, the maximum integrated intensity expected to reemerge above 25 MHz is 61% of that at 70 K, as shown by a horizontal arrow in Fig. 3. This means that the experimentally observed intensity at 350 mK is effectively $82^{+49}_{-33}$% of that at 70 K, accounting for nearly the full intensity from the sample. This rules out the possibility that the discrepancy between the experimentally observed Zeeman-perturbed NQR line shape and theoretical calculations based on stripe models originates from a missing intensity.

E. Numerical simulations based on stripe models including broadening and motional narrowing

The good agreement between the data at 350 mK and the simulated line shape and its integrated intensity based on the broad distribution of Fig. 5(f) indicates that the hyperfine field averaged over NMR time scales and over the entire sample should extend up to about 3 T with substantial weight in the region below 2 T. Motivated by the success of the fit for the broad distribution of hyperfine fields, we return our attention to the stripe models of Figs. 5(a)–5(e) to examine the possibility that the internal hyperfine field corresponding to the stripe models may be broadened, either by disorder within the sample or by motional averaging effects, in such a manner as to be consistent with the $^{63}$Cu NQR spectra.

In Fig. 6 we develop the hyperfine field distribution expected from an incommensurate spin density wave, favored by a recent $\mu$SR study, including varying amounts of broadening, and calculate the corresponding simulated $^{63}$Cu line shape. We take the magnitude of the maximum spin in different regions of the sample to be $\langle S \rangle$, which may be distributed due to static inhomogeneities. We numerically simulate the hyperfine field based on a row of 10,000 electron spins of magnitude $\langle S \rangle = \langle S \rangle \sin[2\pi m/(8 + \delta)]$ with $\delta < 1, \delta \neq 0$, taken to be aligned along the $x$ axis and labeled by position $n$. The spatial periodicity is that expected from neutron data. The internal field at each site is computed with the use of Eq. (1), giving

$$H_n = A_x \langle S_n \rangle - 2 B \langle -S_n \rangle - B \langle S_{n+1} \rangle - B \langle S_{n-1} \rangle,$$

where we assume Néel order in the $y$ direction and use the values of $A_x$ and $B$ as given above. Distributions arising from different segments of the sample (different $\langle S \rangle$ values) are combined as per the distribution in $\langle S \rangle$. In Figs. 6(a)–6(c) we show three simulations based on distributions in the magnetic moment that are centered at $0.3 \mu_B$. With increasing width in $\langle S \rangle$, both the hyperfine distributions and the simulated line shapes become more smooth. However, the smoothed line shapes are shifted to too high a frequency to match the experimental data. Thus we rule out the possibility of a static incommensurate spin density wave at NQR time scales with maximum magnetic moment of $0.3 \mu_B$, even with possible broadening of the value of the moment.

Next we consider the possibilities of a smaller average-ordered moment and of a different amount of quadrupolar broadening. The simulations of Figs. 6(d)–6(f) represent good fits to the data based on average-ordered moments of...
0.10\(\mu_B\), 0.15\(\mu_B\), and 0.20\(\mu_B\) paired with quadrupole widths of 7.5, 5.6, and 3.7 MHz, respectively. Without this extra quadrupole broadening the contributions of the A and B lines give rise to distinct peaks in the simulated line shape, in contradiction with our experimental findings. In the homogeneously doped CuO$_2$ planes of La$_{2-x}$Ba$_x$CuO$_4$ with \(x \approx \frac{1}{2}\) the doping dependence of \(\nu_Q(A)\) is known.\(^{29}\) If we imagine the system to consist of many patches, each of which being homogeneously doped, the extra width in \(\nu_Q(A)\) beyond the extrapolated value from \(T>T_{charge}\) (2.8 MHz) would correspond to distributions in \(x\) of approximate width \(\Delta x = 0.30, 0.18,\) and 0.06, respectively. There is a trade-off between the broadening caused by the magnetic effects and that caused by inherent distribution of the quadrupole resonance. However, the simulated line shape of Fig. 6(e) best fits the data, indicating that within that incommensurate spin density wave model a distribution of \(\langle S\rangle\) centered at 0.15\(\mu_B\) coupled with moderate quadrupolar broadening corresponding to \(\Delta x = 0.18\) provides the best fit to the data, although there is a range of parameters (\(\langle S\rangle\) and quadrupole width) that provide a reasonable fit to the data, as indicated in Figs. 6(d) and 6(f). Of course, this model assumes patches of homogenous doping rather than microscopic structure (stripes) which represents an alternative, and perhaps more likely, path to increased width in \(\nu_Q\).

How can we reconcile this result with the conclusion of Kojima et al.\(^{31}\) based on their \(\muSR\) data? Kojima et al. observed a well-defined precession of positive muons consistent with an incommensurate spin density wave with a well-defined maximum ordered moment of 0.3\(\mu_B\).\(^{31}\) If we recall that muon spin precession persists for only about 0.5 \(\mu\)sec, while the NQR spectrum is obtained by spin-echo measurements that detect a hyperfine field averaged over 20 \(\mu\)sec, one possible explanation is that the relatively large and well-defined moment of 0.3\(\mu_B\) observed by \(\muSR\) measurements\(^{27,29,31}\) is still slowly fluctuating during the duration of a Zeeman-perturbed NQR measurement. Since the hyperfine field is a vector quantity, the averaging process will always reduce the apparent, averaged field. Thus, the effect of motional averaging will be to pull all instantaneous values of the hyperfine field towards zero, reducing the effective values. This may be the key to resolving the apparent discrepancy between our NQR findings and the \(\muSR\) measurements. We recall that resistivity never diverges in the stripe phase,\(^{21,22}\) and hence we believe that mobile holes disrupt spin order. We note that the motional averaging scenario is supported by the large value of \(130^\circ I/T\) at 350 mK (see Fig. 17), which indicates that low-frequency spin fluctuations persist even at our experimental base temperature. We also note that the motional averaging effects in the present case of Zeeman-perturbed NQR are somewhat different from the textbook cases\(^{41,42}\) of motional narrowing and exchange narrowing. In those cases, one applies a strong and static external magnetic field to observe NMR signals. The applied field defines the Larmor precession frequency of nuclear spins, and the dipole line broadening is only a small perturbation. In the present case, however, the fluctuating hyperfine field caused by freezing Cu moments is comparable to or even greater than the unperturbed NQR frequency. Thus, as long as very slow fluctuations exist in the hyperfine field, the Larmor precession itself is not well defined. Accordingly we expect that our Zeeman-perturbed NQR spectra is extremely sensitive to very slow fluctuations of the hyperfine field. It is worth noting that our case resembles the motional narrowing considered by Kubo and Toyabe for zero or small field resonance\(^{65}\) that has been applied to the analysis of \(\muSR\) data in glassy systems.\(^{66}\)

Although we have focused on the incommensurate spin density wave model here, the possibilities of static broadening and motional averaging can be applied to all of the models presented in Fig. 5. In each case the sharp structures can be smoothed out by inhomogeneities within the sample or by motional effects, and the hyperfine field distributions can be made to be similar to that of Fig. 5(f) and, hence, with the experimental data. Thus, we cannot exclude any of the stripe models in Fig. 5 based on our simulations.

\(63\)Cu and \(65\)Cu resonance spectra in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ and La$_{1.64}$Eu$_{0.20}$Sr$_{0.16}$CuO$_4$

In Fig. 7 we show the Zeeman-perturbed NQR spectrum for two samples of La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$, one enriched with the \(63\)Cu isotope and the other with \(65\)Cu. The peak frequency of the major peak is 34 ± 0.75 MHz for the \(65\)Cu-enriched sample and 31 ± 0.75 MHz for the sample enriched with \(65\)Cu. The peak frequency of the \(63\)Cu sample is 3 ± 1.5 MHz higher than the 31 MHz observed for \(65\)Cu in La$_{1.875}$Ba$_{0.125}$CuO$_4$. The shift of the Zeeman-perturbed NQR peak between these two materials arises primarily from the difference in the intrinsic quadrupole frequencies, which is 2.0 MHz at 70 K. Additionally, the greater proximity of the B line in the Eu-codoped material (see the inset of Fig. 7) con-
tributes to a higher peak frequency in the Zeeman-perturbed spectra, whereas the greater separation of the $B$ line in La$_{1.875}$Ba$_{0.125}$CuO$_4$ results in an increased width. 

The only extra feature visible in these line shapes for the Eu-doped materials as compared with those of La$_{1.875}$Ba$_{0.125}$CuO$_4$ (recall Fig. 2) is the peak at 62 MHz. We also observed extremely weak signals that continue above 80 MHz. We believe that these signals arise from NQR of the Eu nuclei themselves. We note that the peak at 62 MHz is observed only in the Eu-doped materials and is independent of the Cu isotope present in the 63,65-Cu-isotope-enriched samples. The relaxation time at the 62-MHz peak is also slow, allowing us to use an increased delay time $\tau$ to separate it as shown by open triangles in Fig. 7(a). The reduced relaxation rate is consistent with the small hyperfine field expected at the Eu site, which is substituted at the La position. Furthermore, if we assume that the electric field gradient is the same at the Eu and La positions, use the ratio of the quadrupole moments for the two nuclei (151$Q$/139$Q$ = 4.5), and employ Eq. (4), we find that the expected peak position of 151-Eu NQR is 151$\nu_Q$ = 59.5 MHz, very similar to our observation. Finally, we note that the 151-Eu peak is still observed at 77 K, strongly indicating that there is no connection with the low-temperature Cu spectra.

Disregarding the Eu NQR signal, we focus on the Cu resonance in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ below 55 MHz. We repeat the same line shape analysis as discussed above in Sec. III C for the Eu-doped materials. We substitute 63$\nu_Q(A)$ = 36.2 MHz, 65$\nu_Q(B)$ = 40.2 MHz, and 65$\nu_Q(C)$ = 34.5 MHz as extrapolated from temperatures above the onset of wipeout and include the slightly greater (~25% greater than the 5.6 MHz used in Fig. 5) width in quadrupole frequencies that is characteristic of the Eu-doped materials. We employ the same distribution of hyperfine magnetic field as above for La$_{1.875}$Ba$_{0.125}$CuO$_4$ [see Fig. 5(e)]. For the 63-Cu-isotope-enriched sample we use the ratio of quadrupole moments (65$Q$/63$Q$ = 0.924) and the gyromagnetic ratios (65$\gamma_n$/63$\gamma_n$ = 1.071) between isotopes to determine 63$\nu_Q(A,B)$ and to scale the response to the hyperfine field. In this way, there are no free parameters in the fit of either the 63-Cu or the 65-Cu spectra. The numerically calculated line shapes are shown in Fig. 7(a) as solid lines. The good agreement between these simulated line shapes with the experimental data for both isotopes supports the Cu spectra analysis that has been presented throughout Sec. III.

In order to investigate the influence of different hole concentrations on Zeeman perturbed 63-Cu NQR spectra, we carried out preliminary measurements in 65-Cu-isotope enriched La$_{1.64}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$. The recovered integrated intensity at 1.7 K is more than a factor of 2 smaller than in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ [see Fig. 10(c)], in agreement with Teitelbaum et al. The overall line shape presented in Fig. 7 is very similar to the case of La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$, but the high-frequency tail is smaller and the width of the main peak 10.5 ± 0.5 MHz is narrower than 12.5 ± 0.5 MHz in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$. Within the line shape analysis presented above in Sec. III, this change in width implies that the maximum magnitude of the hyperfine field in La$_{1.64}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ is 5–10% smaller than in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ at 1.7 K. There are a few possible explanations for the difference in hyperfine field. First, since stripes are less stable at hole concentrations $x < 1/4$, there may be additional fluctuations for those concentrations that may motionally narrow the main peak. This picture is consistent with the fact that at 1.7 K, a smaller fraction of the Cu signal intensity reemerges as Zeeman-perturbed NQR in the samples away from $x \approx 1/4$. Second, it is possible that the increased disorder caused by the additional holes may increasingly frustrate the spins and reduce the magnitude of ordered moments. We also note that the peak is slightly higher in the $x = 0.16$ material as compared to $x = 0.12$, because $\nu_Q(A)$ increases with hole doping.

Before closing this section we would like to comment briefly on two recent reports of low-temperature 65-Cu NQR spectra in La$_{1.8-x}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ (Ref. 13) and La$_{1.875}$Ba$_{0.125}$CuO$_4$. Both of these publications show broad line shapes superposed with what appears to be a NQR signal from the high-temperature A and B lines that have survived to low temperature. We have seen comparable results on a poorly annealed sample of La$_{1.875}$Ba$_{0.125}$CuO$_4$ in which wipeout was not complete. After a careful reannealing of this sample, wipeout became complete and the A and B lines disappeared from the low-temperature spectra. We note that potential problems with the line shapes does not diminish the primary finding of Teitelbaum et al. regarding the doping dependence of the recovered signal, i.e., that the intensity of the recovered signal at 1.3 K in La$_{1.8-x}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ is greatest for $x \approx 1/4$, indicating the increased stability of that doping level. This conclusion is in agreement with our earlier finding that the temperature dependence of wipeout effects in La$_{1.6-x}$Eu$_{0.40}$Sr$_{0.12}$CuO$_4$ is sharpest for $x \approx 1/4$. It is also consistent with another earlier finding based on hyperfine broadening of the 139-La NQR line at 1.3 K by Ohsumi et al. indicating that stripes are most stable near $x \approx 0.115$ in La$_{2-x}$Sr$_{0.12}$CuO$_4$. 

G. 139-La NQR line shapes in La$_{1.875}$Ba$_{0.125}$CuO$_4$

To this point we have discussed only the results of 63,65-Cu NQR, but resonance studies of the 139-La site can also provide additional insight. Since the 139-La nucleus has spin $I = 7/2$, the 139-La NQR spectra of a single site consist of three peaks, roughly corresponding to 1, 2, and 3 times 139$\nu_Q$. With the addition of a perturbing magnetic field, the three resonance lines are split in a manner that depends on the details of the direction and the magnitude of the hyperfine field. In earlier 139-La NQR studies of the low-temperature striped phase of La$_{2-x}$Sr$_{0.12}$CuO$_4$, Ohsumi et al. found that the $|\pm 7/2\rangle \rightarrow |\pm 5/2\rangle$ transitions at ~6 MHz broaden for $x \approx 1/4$ at 1.3 K, while the $|\pm 5/2\rangle \rightarrow |\pm 3/2\rangle$ transitions at ~18 MHz do not show magnetic line broadening. This implies that the time-averaged hyperfine field lies within the CuO$_2$ plane. In this case, the extra line broadening is roughly equal to 4$\gamma_HH_{ab}$, where $H_{ab}$ is the hyperfine field.

Our goal is to use the broadening that we observe in the $|\pm 7/2\rangle \rightarrow |\pm 5/2\rangle$ 139-La NQR transition as a test of the models presented above in Sec. III C. We present the temperature dependence of the linewidth of the $|\pm 7/2\rangle \rightarrow |\pm 5/2\rangle$ 139-La
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in the former material, as seen in Fig. 17. The models proposed above to account for the 63 Cu Zeeman-transitions of the Hamiltonian $\hat{H}$ to that of Sec. III C. Again we perform an exact diagonalization of the perturbed line shape, we undertake an analysis very similar to the one described in Sec. III C. The NQR transition is characterized by an increase of the linewidth at a somewhat higher temperature, which implies that the slowing of spin fluctuations is more pronounced in the undoped La$_2$CuO$_4$. The increase of the linewidth at a somewhat higher temperature implies that the slowing of spin fluctuations is more rapid in La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ than in La$_{1.875}$Ba$_{0.125}$CuO$_4$, consistent with the larger $139\ I/3\ T$ at the same temperature in the former material, as seen in Fig. 17(b). In a recent work, Teitel’baum et al. also found similar behavior for a Nd-doped sample with $x=0.12$.

To test the consistency of the $^{139}$La line broadening with the models proposed above to account for the $^{63}$Cu Zeeman-perturbed line shape, we undertake an analysis very similar to that of Sec. III C. Again we perform an exact diagonalization of the Hamiltonian [Eq. (3)], but this time for spin $I = \frac{7}{2}$, employing the same value of $\eta$ and the same small tilting of spin orientation as deduced by Nishihara et al. We confirmed that our conclusions do not depend on small variations in these additional parameters. In the right-hand column of Fig. 9, we present three model hyperfine field distributions including (a) and (b) which are the same hyperfine field distributions as used in the $^{63}$Cu line shape analysis as shown in Figs. 5(a) and 5(f). To avoid confusion, the magnitude of the hyperfine field is still specified by its value at the $^{63}$Cu site, although its value is greatly decreased at the $^{139}$La position because of the two orders of magnitude smaller hyperfine coupling constant. Specifically, we take the ratio of the hyperfine field at the $^{139}$La and $^{63}$Cu sites to be the same as in undoped La$_2$CuO$_4$, which is 0.1 T/8.2 T=0.012. This means that if there is 4 T of hyperfine field at a Cu site, there is 0.048 T of hyperfine field at nearby La sites. We must caution that this ratio can, in principle, be dependent on the exact material chosen and especially on low-temperature structural transitions which alter the mixing of atomic orbitals. In addition, if there is a strong modulation of the hyperfine field at nearby Cu sites, the La ions may experience an average of those values. However, we find that the difference of this ratio 0.012 adequately describes our data. Finally, we take the 20 K $^{139}$La NQR data of Fig. 9 and numerically simulate the added width that arises from the static hyperfine field distributions given by the distributions (a)–(c) of Fig. 9. These simulated low-temperature line shapes are depicted as solid lines in the main panel of Fig. 9. We note that the differences between the simulated line shapes corresponding to the different hyperfine field distributions are small, indicating that it is impossible to choose one over another based on the $^{139}$La NQR measurement alone. However, we also note that all are consistent with the observed broadening of the $^{139}$La NQR line shape, giving added weight to the correctness of our explanation of the $^{63}$Cu and $^{139}$La spectra in La$_{1.875}$Ba$_{0.125}$CuO$_4$ as presented throughout this section.

**H. Summary of Zeeman-perturbed NQR line shape measurements and analysis**

We have demonstrated that for La$_{1.875}$Ba$_{0.125}$CuO$_4$, La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$, and La$_{1.64}$Eu$_{0.20}$Sr$_{0.16}$CuO$_4$, the $^{63}$Cu NQR signal that is wiped out at high temperatures reemerges below $\sim 8$ K as a single, broad peak with a lower peak frequency. The broad linewidth is caused by hyperfine magnetic fields from frozen Cu magnetic moments that are nearly static over NQR time scales. The hyperfine field $H$ is primarily within the CuO$_2$ planes and the hyperfine fields extend up to 3–4 T. The upper bound of the field distribution corresponds to the maximum frozen Cu magnetic moments of 0.2$\mu_B$–0.3$\mu_B$, in rough agreement with estimates based on $\mu_{SR}$. However, the field distribution is not consistent with the sharply defined stripe models that properly account for the elastic neutron scattering data and the precession of muons at faster time scales.

To fit the Zeeman-perturbed NQR within the stripe models, including the incommensurate spin density wave picture that is favored by $\mu_{SR}$, the observed line shape requires a field distribution centered close to zero with a very large distribution coupled with an increased quadrupole width. The magnitude of the corresponding maximum Cu magnetic moments, $\sim 0.15\mu_B$, is suppressed relative to the $\sim 0.3\mu_B$ as...
determined by μSR studies. This, together with somewhat narrower line shape observed for La_{1.67}Eu_{0.2}Sr_{0.16}CuO_{4} and the relatively high relaxation rate $130^{-1}/T_1$ observed even at 350 mK, indicates that motional narrowing is caused by remnant slow fluctuations which persist even at our base temperature. The presence of slow fluctuations has also been emphasized by Suh et al.\textsuperscript{69} The fact that the 1.7 K and 350 mK spectra are of identical shape suggests that the decreasing frequency scale of charge and spin fluctuations has saturated and that there are many low-lying excited states of the stripes, while the continuing NQR signal recovery may indicate that an increasing fraction of the sample is experiencing the saturated, low-frequency fluctuations.

The increased quadrupole width that is required to smooth the A and B lines into the low-temperature line shape indicates the presence of a broadly distributed charge environment which alters the electric field gradient site by site. Although we find in Sec. IV that we can phenomenologically account for the $^{63}$Cu wipeout data based on slowing spin fluctuations, this quadrupole broadening indicates that spatial variation of the local charge environment does indeed exist throughout the sample.

IV. SLOWING OF THE FLUCTUATION TIME SCALE FOR THE $\frac{1}{2}$ PHASES

A. Preliminary considerations on the fluctuation frequency scales of stripes

In general, the growth of short-range antiferromagnetic spin-spin correlations causes the spin fluctuation frequency scale $\Gamma = 1/\tau_{\text{spin}}$ to gradually slow down. In the normal metallic state above $T_c$ in the high-$T_c$ cuprates, the characteristic fluctuation frequency $\Gamma$ of spin fluctuations decreases roughly in proportion to the temperature $T$. This peculiar slowing down is frequently referred to as "slow $T$ scaling," because the frequency dependence of $\chi''(q,\omega)$ satisfies a simple scaling law when the frequency $\omega$ is normalized by the temperature $T$ (or, equivalently, by $\Gamma$).\textsuperscript{43,44} One can define $\Gamma$ as the peak frequency of the $\omega$ dependence of $\chi''(q,\omega)$ or, more precisely, by fitting $\chi''(q,\omega)$ to a relaxation function with appropriate frequency dependence. We fit $\chi''(q,\omega)$ observed by Aeppli et al.\textsuperscript{45} for La$_{1.86}$Sr$_{0.14}$CuO$_4$ to a Lorentz oscillator form to deduce $h\Gamma = 8.8$ meV at 35 K. By scaling the magnitude of $h\Gamma$ obtained at 35 K for La$_{1.86}$Sr$_{0.14}$CuO$_4$ linearly with temperature, we estimate $h\Gamma \approx 17.6$ meV at $T_{\text{charge}} = 70$ K. Needless to say, $h\Gamma$ should depend on the hole concentration $x$ [for example, $h\Gamma = 4$ meV at similar temperatures for $x = 0.04$ (Ref. 43)]. We expect a somewhat smaller value of $h\Gamma$ for $x = 0.12$ than for $x = 0.14$ because the dynamic spin-spin correlation length is somewhat longer for $x = 0.12$ than for $x = 0.14$. However, since $^{63}I/1$ depends little on $x$ for $0.12 \leq x \leq 0.20$, we do not expect a major change in the magnitude of $h\Gamma$. We note that $^{63}I/1$ in La$_{1.8-x}$Eu$_{0.2}$Sr$_{0.16}$CuO$_4$ is nearly identical with that of La$_{2-x}$Sr$_x$CuO$_4$. Hence, it is safe to assume that the spin dynamics above $T_{\text{charge}}$ depends little on Eu or Nd rare-earth codoping.

The important point to notice is that this mild $T$-linear slowing down of spin fluctuations with temperature breaks down in the charge-ordered segments of the CuO$_2$ planes below $T_{\text{charge}} \approx 70$ K. EPR measurements by Kataev and co-workers\textsuperscript{16} indicate that spin fluctuations are slowing more quickly below $T_{\text{charge}}$. Somewhat below the onset of charge ordering, spin fluctuations in some segments of the La$_{1.48}$Nd$_{0.5}$Sr$_{0.12}$CuO$_4$ sample become slow enough at $T_{\text{spin}} = 50$ K to be considered static, and neutron scattering measurements begin to detect quasielastic scattering with excitation energy $h\omega = 1$ meV. We emphasize that this does not mean that all the Cu spins have slowed down to $h\Gamma \approx 1$ meV. The fact that some Cu NQR signal is still observable even below $T_{\text{charge}}$ and the $^{63}I/1$ measured for the observable segments does not show any anomalous behavior\textsuperscript{10,11,33,56} indicates that the observable Cu NQR signals originate from other segments of the CuO$_2$ plane where $\Gamma$ is still smoothly slowing following the $\omega/T$ scaling. One may imagine that phase separation sets in with microscopic length scales below $T_{\text{charge}}$, and $\Gamma$ begins to exhibit a glassy slowing with a broad distribution because $\Gamma$ slows down exponentially in the charge-ordered segments. This is in sharp contrast with the narrow and well-defined spin fluctuation frequency $\Gamma$ in the ordinary metallic state of CuO$_2$ planes above $T_{\text{charge}}$. We also note that if charge order is a second-order phase transition, the critical slowing of charge dynamics should exist even above $T_{\text{charge}}$. In fact, the resistivity data do show an upturn prior to $T_{\text{charge}}$\textsuperscript{21,22}. This means that precursors of glassy slowing may exist at temperatures slightly above $T_{\text{charge}}$. Our earlier observation that the Gaussian component of $^{63}I/2$ shows a gradual crossover to a Lorentzian component due to motional narrowing $\sim 10^{-30}$ K above $T_{\text{charge}}$ supports this idea.

The inelastic magnetic neutron scattering intensity reaches about 80% of the maximum value by 25 K, meaning that 80% of the spins are slowed to below the time scale of $T_{\text{spin}} \approx 10^{-11}$ sec by 25 K. To our knowledge, no detailed inelastic neutron scattering data are available for La$_{1.8-x}$-(Nd,Eu)$_x$Sr$_{0.16}$CuO$_4$ with $x = 0.1$ near $T_{\text{charge}}$ and $T_{\text{spin}}$ other than a limited data set reported by Tranquada et al.\textsuperscript{3} Accordingly, the details of how the slowing of spin fluctuations deviates from the high-temperature "$\omega/T$ scaling" towards $h\Gamma \approx 1$ meV at 50 K as a function of temperature is unknown. In what follows we smoothly extrapolate the low-temperature behavior to the $\omega/T$ curve.

In this temperature range, μSR measurements do not detect any static hyperfine fields. This means that Cu spins fluctuate so quickly that the hyperfine field is averaged to zero. With decreasing temperature, μSR measurements begin to detect a static hyperfine magnetic field that last longer than 0.1 μsec between 25 and 30 K. This means that the spin fluctuation frequency $\Gamma$ has slowed down to $\sim 10^{-7}$ Hz in some segments of the CuO$_2$ planes. At 30 K, the Cu NQR signal is almost completely wiped out as shown in Fig. 3. This indicates that normal metallic segments of CuO$_2$ planes no longer exist below 30 K. By extending the $\omega/T$ scaling down to 30 K, we estimate the upper limit of the distribution of the spin fluctuation frequency $\Gamma \sim 10^{-12}$ Hz at 30 K. On the other hand, the lower limit from the slowest components of spins is $\sim 10^{-7}$ Hz.
The line broadening of Zeeman-perturbed NQR caused by static hyperfine magnetic fields takes place for \(^{139}\)La NQR and \(^{63,65}\)Cu at an even lower temperature, \(T_{\text{NQR}}^{\text{Zeeman}} \approx 18\) K and 8 K, respectively (see Figs. 3 and 8). This indicates that the fluctuation frequency spectrum has slowed to a time scale comparable to the duration of a spin-echo experiment. This time scale is set by the separation of two rf pulses, usually \(\tau = 12\) µsec; i.e., if spins fluctuate much slower than \(\hbar \Gamma = 10^{3}\) Hz, the hyperfine field would look entirely static and we expect full hyperfine broadening. As explained in Sec. III, our Zeeman-perturbed NQR results seem to indicate that this condition is not quite satisfied in the present case even at 350 mK. In Fig. 10 we present a summary of experimental information regarding the distribution of slowing spin fluctuations.

In the following sections, we will demonstrate that the glassy slowing of spin fluctuations below \(T_{\text{charge}}\) for \(x = 1/3\) can be explained consistently based on the renormalized classical scaling of the nonlinear \(\sigma\) model with a reduced value of spin stiffness \(2\pi \rho_{s}^{(1/2)}\). In Sec. IV B, we estimate the numerical value \(2\pi \rho_{s}^{(1/2)} \approx 200\) K based on a simple physical argument. We will also explain why the indirect spin contribution to wipeout can be triggered by charge ordering. In Sec. IV C, we analyze the sudden and dramatic increase of \(^{139}\)La spin stiffness \(T_{\text{charge}}\) and its distribution that takes place below \(T_{\text{charge}}\) based on the renormalized classical scaling, and deduce the spatial distribution of \(\Gamma\) as a function of temperature. In Sec. IV D, we analyze \(^{63}\)Cu and \(^{139}\)La NQR wipeout effects together with magnetic neutron scattering and \(\mu\)SR data, again based on the renormalized classical scaling. The distribution of \(\Gamma\) deduced by this approach agrees well with that deduced from \(^{139}\)La spin stiffness.

B. Spin stiffness in charge-ordered segments and its relation to \(^{63}\)Cu NQR wipeout

The \(^{63}\)Cu nuclear spin-lattice relaxation rate \(631/T_{1}\) diverges exponentially in the renormalized classical scaling regime of both isotropic and anisotropic quasi-two-dimensional (quasi-2D) Heisenberg systems. As shown in Fig. 11, an exponential divergence of \(631/T_{1}\) was successfully observed in undoped \(La_{2-x}CuO_{4}\), and the fit to the renormalized classical expressions allowed Imai et al. to estimate \(2\pi \rho_{s} \approx 1730\) K.\(^{56,73}\) Since \(2\pi \rho_{s} = 1.13 J\), this implies \(J = 1500\) K, in good agreement with an estimation based on neutron and Raman scattering measurements.\(^{74,75}\)

Naturally, one would expect that measurements of \(631/T_{1}\) may allow us to determine the spin stiffness also in the striped phase below \(T_{\text{charge}}\).\(^{9,76}\) Unfortunately, \(631/T_{1}\) measured for the observable \(^{63}\)Cu NQR signal represents the spin fluctuation properties of the not-yet stripe-ordered segments (i.e., \(\omega/T\) scaling), and exhibits little signature of exponential divergence even below 50 K.\(^{11,77}\) Where spin freezing is observed by neutron scattering. The absence of divergence in the measured value of \(631/T_{1}\) can be understood based on the following considerations. First, we recall that, quite generally, nuclear relaxation rates are inversely proportional to the energy scales of spin fluctuations, such as

FIG. 10. The distributions of the spin fluctuation frequency \(\Gamma\) as a function of temperature for Nd- and Eu-codoped \(La_{2-x}Sr_{x}CuO_{4}\) for several values of \(x\). For each measurement, the triangles, the small vertical line segments, and the open circles correspond to the onset, the 50% point, and the 80% point of the anomaly, respectively. In some cases data are not available and we estimate values from similar samples, as noted in the figure. The vertical positioning of the points indicates the appropriate time scale for each measurement, as discussed in Sec. IV D. The thick dashed line across the top of each panel represents \(\omega/T\) scaling where there is little distribution of \(\Gamma\). The experimental data serve as anchoring points for the distribution of \(\Gamma\) that is used in the wipeout calculations, which is depicted as a contour plot utilizing the solid black and gray curves (Ref. 71). The region between any two adjacent curves represents 12.5% of the volume of the sample, with an additional 12.5% above the top curve and below the lowest. Dashed lines near \(\Gamma \approx 6 \times 10^{6}\) Hz for \(x = 0.12\) represent the distribution \(\Gamma\) deduced in the Gaussian model as discussed in the text. The insets show the \(^{63}\)Cu wipeout data and the simulated wipeout based on Eq. (15).
phase, one can utilize $^{139}\text{La}$ to probe the slowing of spin fluctuations. The hyperfine coupling between the Cu electron spins and $^{139}\text{La}$ nuclear spins is two orders of magnitude smaller than for the $^{63}\text{Cu}$ site. Since $1/T_1$ is proportional to the square of the hyperfine coupling, this means that, if we ignore nonmagnetic contributions to the relaxation, $^{139}/T_1$ at the La sites is four orders of magnitude less sensitive to the divergence caused by the slowing Cu spin dynamics as compared with $63/T_1$ at the Cu site:

$$\frac{1}{^{139}T_1} \approx \left(\frac{^{139}g_n^{139}H_{hf}}{^{63}g_n^{63}H_{hf}}\right)^2 \frac{1}{T_1} \approx (0.4 \times 10^{-4}) \frac{1}{^{63}T_1}. \quad (7)$$

Thus the $^{139}\text{La}$ NQR signal does not suffer signal wipeout until the low-frequency spin fluctuations have slowed four more orders beyond the onset of $^{63}\text{Cu}$ wipeout. Accordingly, $^{139}\text{La}$ NQR $139/T_1$ is a better measure of spin fluctuations in the stripe-ordered segments of the CuO$_2$ planes below $T_{\text{charge}}$. However, we caution that $^{139}/T_1$ is known to be dominated by processes other than Cu spin fluctuations above $T_{\text{charge}}$, most likely electric quadrupole coupling with lattice vibrations, making an interpretation of $^{139}/T_1$ above $T_{\text{charge}}$ difficult.

In Fig. 11 we plot both $63/T_1$ and $139/T_1$ for La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$. As initially discovered by Cho and co-workers, $^{139}/T_1$ shows roughly exponential divergence below $T_{\text{NQR}}$ in the underdoped regime of La$_{2-x}$Sr$_x$CuO$_4$. At $x=0$ the $^{63}\text{Cu}$ data fit well to the renormalized classical form in the low-$T$ limit ($T \ll 2\pi\rho_s/2$), written as

$$\frac{1}{T_1} = \frac{0.35 A_Q^2 \xi}{Z_c J \hbar a} \left(\frac{2\pi\rho_s}{1 + T/2\pi\rho_s}\right)^{3/2}, \quad (8)$$

$$\xi = 0.27 \frac{\hbar c}{2\pi\rho_s} \exp(2\pi\rho_s/T) \left(\frac{1 + T/2\pi\rho_s}{1 + T/2\pi\rho_s}\right)^{1/2}, \quad (9)$$

with the $Q=(\pi, \pi)$ component of the hyperfine coupling constant $A_Q = A_s - 4B$, the constant $Z_c = 1.18$, and $2\pi\rho_s = 1730$ K. The spin-wave velocity is $c = \sqrt{2J\mu_0 Z_c}/\hbar$. We also found similar behavior of $^{139}/T_1$ in the striped phase of La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$ and La$_{2-x}$Ba$_x$CuO$_4$ below $T_{\text{charge}}$, where the value of $2\pi\rho_s/2$ is greatly reduced. In fact, from Fig. 11 we can estimate $2\pi\rho_s/2 \approx 200$ K, which is in good agreement with the previously mentioned result of neutron scattering, $2\pi\rho_s/2 = 200 \pm 50$ K. It is important to notice that the extrapolation of the low-temperature renormalized classical fit to higher temperatures, as shown by the dashed curves in Fig. 11, overestimates $1/T_1$ observed for $^{63}\text{Cu}$ NQR by an order of magnitude above $T_{\text{charge}}$.

C. Spin fluctuation spectrum deduced from an analysis of $T_1$ recovery data

The renormalized classical (RC) expression for the nuclear spin-lattice relaxation rate $1/T_1$ [Eq. (8)] can be rewritten in terms of a frequency scale $\Gamma = (c/\xi)\sqrt{T/2\pi\rho_s}$ as

\[ \frac{1}{T_1} = \frac{0.35 A_Q^2 \xi}{Z_c J \hbar a} \left(\frac{2\pi\rho_s}{1 + T/2\pi\rho_s}\right)^{3/2}. \]
which connects Γ to the observable quantity T₁, thus providing a natural route to obtain information on the fluctuation spectrum. Due to the strong wipeout of the 63Cu NQR signal, we are forced to rely on the $^{139}$La relaxation data, where wipeout is less severe and limited to the range 5–35 K (see Fig. 13 for wipeout data). We measure $\frac{1}{T₁}$ by the inversion-recovery method. The recovery of the nuclear magnetization may be fit to a solution to the standard rate equations,

$$
\frac{m(t)}{m(\infty)} = 1 - \frac{3}{7} e^{-3t/T₁} - \frac{100}{77} e^{-10t/T₁} - \frac{3}{11} e^{-21t/T₁}
$$

(11)

for the $|\pm \frac{1}{2} \rangle \rightarrow |\pm \frac{3}{2} \rangle$ NQR transition where m(t) is the magnetization at a time t and 1/T₁ is the single relaxation rate. This form is valid for magnetic relaxation when the spectral function is constant across the three NQR transitions, which is generally the case for $\Gamma \gg f_{\text{NQR}}$. At 65 K, the fit of the recovery data with a single value of T₁ is reasonably good, as seen in Fig. 12(a), but at 350 mK, the fit is quite poor. This led us to simulate the recovery curves due to distributions of T₁. The distributions in 1/T₁ are displayed in the inset of Fig. 12(a), and the recovery is calculated by summing contributions from each segment of the sample, where the magnetization of each individual segment recovers per Eq. (11). These simulated recovery curves are plotted as solid lines in Fig. 12(a) and provide a much better fit to the 350-mK data, while slightly improving the quality of the fit at 65-K. The small distribution evident within the 65-K recovery data does not necessarily reflect an intrinsic distribution of the magnetic relaxation time T₁ but may be due to extrinsic processes such as quadrupole relaxation. In general, the central value of the T₁ distribution is very close to that which we find by force fitting to a single relaxation rate. As seen in Fig. 12(b), we found that the width w of the T₁ distribution increases with decreasing temperature below Tₜₜₜ charge from w ~ 20 to w ~ 200–1000 at 1.7 K and below. The local minimum near 15 K is caused by the fact that $^{139}$La NQR signals with extremely fast $\frac{1}{T₁}$ are effectively wiped out due to short T₂ relaxation rates (see Fig. 16); hence the measured nuclear spin recovery does not include those contributions. In the absence of those contributions, the width w ~ 100 near 15 K should be considered as a lower bound on w.

Using the RC form [Eq. (10)] with $2\pi\rho_{\text{eff}}^{(f)} = 200$ K we can convert these distributions of 1/T₁ to $\Gamma$ without any additional parameters. For $\Gamma \gg f_{\text{NQR}}$ the conversion is straightforward; these points are shown in Fig. 12(c). For $\Gamma$ close to $f_{\text{NQR}}$ the renormalized classical form may be rewritten as

$$
\frac{1}{T₁} = 0.49 \frac{A₂^{2} Q}{h^2} \frac{1}{\Gamma} \frac{1}{\Gamma^2} \frac{(T/2\pi\rho_{s})^2}{(1 + f_{\text{NQR}}^2\Gamma^2)(1 + T/2\pi\rho_{s})^2},
$$

(12)

where $f_{\text{NQR}} = 18$ MHz and we assume that the spin dynamics follow the Lorentz form in the renormalized classical regime. This function is now double valued in Γ, which, in addition to signal wipeout, makes the determination of Γ in the region 5–35 K difficult. In that region, $\Gamma \sim f_{\text{NQR}}$, which implies fast relaxation and signal wipeout. From T₁ measurements alone it is impossible to know how much of the distribution of $\Gamma$ is greater or less than $f_{\text{NQR}}$. All we can say for certain is that experimentally the value of 1/T₁ is underestimated because the fastest sections are not observable. However, at 350 mK these difficulties disappear because all of the

---

**FIG. 12.** (a) $^{139}$La NQR recovery data at 350 mK and 65 K for La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ fit to single values of T₁ (dashed curves) and to distributions of T₁ (solid curves) as given in the inset (Ref. 71). The widths w of the distributions (defined as the quotient of the two T₁ values at the half maximum positions of the distributions) are plotted as a function of temperature in (b) for La$_{1.875}$Ba$_{0.125}$CuO$_4$ ($\triangle$) and La$_{1.68}$Eu$_{0.20}$Sr$_{0.12}$CuO$_4$ (○). We note that the width is underestimated during NQR signal wipeout (the shaded region) and with this in mind we draw small vertical arrows from the most affected measurements and a dotted curve as a guide for the eye. In (c) the fluctuation frequency $\Gamma$ deduced from T₁ from a forced fit with single T₁, ($\times$); central value of best fit distribution (○) with FWHM as given by the vertical bars. At 350 mK we display data from a Lorentzian extension (○) of the form of T₁ and from a Gaussian extension ($\diamond$) (central value and FWHM positions marked with matching symbols for clarity). The solid and dashed curves are reproduced from Fig. 10(b) and act as guides for the eye and the dotted curve represents the form exp($-2\pi\rho_{s}^{(f)}/T$) with $2\pi\rho_{s}^{(f)} = 200$ K.
signal intensity is recovered and we know that $\Gamma < f_{NQR}$. We can now safely employ Eq. (12) to determine the distribution of spin fluctuation frequencies, which is centered at $3 \times 10^5$ Hz with a width of more than two orders of magnitude.

In the preceding analysis for $\Gamma < f_{NQR}$ we chose to extend the RC form of $1/T_1$ with a factor of $1/(1 + f_{NQR}/\Gamma^2)$ [Eq. (12)]. This assumption is certainly justified for the paramagnetic spin dynamics above 70 K where the neutron data fits well to a Lorentzian. However, there is no reason to believe that the very slow dynamics in spin stripes at 350 mK has to be governed by the same type of relaxational mechanism. For instance, if scattering by meandering hole rivers takes over as the dominant mechanism of spin fluctuations at low temperatures, the form of the relaxation function may change. Let us try another sensible choice, the form based on Moriya’s Gaussian approximation, which would give a frequency dependence on $1/T_1$ as

$$\frac{1}{T_1} = \frac{A_0^2}{\hbar c^2} \exp \left( -\frac{f_{NQR}}{2T} \right)^2 \left( \frac{T}{T_1} \right)^{2/3} \frac{T}{T_1} \left( 1 + \frac{T}{T_1} \right)^{1/3}. \quad (13)$$

We also employ the form to deduce $\Gamma$ at 350 mK, and find a much narrower distribution centered at a higher frequency, $5 \times 10^6$ Hz. We will discuss the implications of choosing either the Lorentzian or Gaussian form of $1/T_1$ in Sec. IV E. We note that in simulating the $T_1$ recovery curve we continue to employ Eq. (11) even for $\Gamma$ close to and less than $f_{NQR}$. In that region the spectral function is not flat over the three resonant transitions, invalidating the basis of Eq. (11). Continued use of Eq. (11) is justifiable because the distribution in $139/1/T_1$ extends over several orders of magnitude and should be much greater than the potential error induced through the continued use of Eq. (11).

D. Numerical simulations of NQR signal wipeout and recovery, neutron, and $\mu$SR measurements

As previously defined, wipeout is the anomalous loss of NQR signal intensity. For La$_2-x$-(Nd, Eu)$_x$Sr$_2$CuO$_4$ with $0.12 \leq x \leq 0.17$, the onset temperature $T_{NQR}$ (Ref. 81) of the $63$Cu NQR wipeout agrees very well with the onset temperature $T_{charge}$ of short-range charge order detected by neutron and x-ray scattering measurements. Moreover, the fraction of wipeout $F(T)$ shows a characteristic temperature dependence which is nearly identical to the charge order parameter observed by scattering techniques (i.e., the square root of the scattering intensity of the charge order peak), leading us to argue that the temperature dependence of the wipeout fraction $F(T)$ is a good measure of the charge order parameter. Recent $^{139}$La NMR studies of La$_2$NiO$_4$+ by Abu-Shiekah et al. also showed that the temperature dependence of the wipeout fraction of $^{139}$La NMR in a high magnetic field (with an onset temperature of $\sim 200$ K) agrees quite well with the charge stripe order parameter observed by elastic neutron scattering by Tranquada and co-workers.

Naively thinking, the slowing charge fluctuations can make direct contributions to wipeout through extreme NQR line broadening similar to the case of conventional CDW systems, and also through extremely fast quadrupole relaxation times. It is difficult to access how strongly the charge fluctuations near $T_{charge}$ affect the NQR properties of the missing signals because the signals from the already stripe-ordered segments are not observable, similar to the all or nothing behavior of wipeout observed for Cu:Mn.

In addition to the direct charge contribution to wipeout, we have also pointed out that charge order turns on low-frequency spin fluctuations below $T_{NQR}$ within the charge-ordered domains, which in turn causes wipeout by making $T_1$ and $T_2$ too short to detect the $^{63}$Cu NQR spin-echo signal. That is, even if charge fluctuations are not strong enough to cause the wipeout of $^{63}$Cu NQR directly, charge order creates patches of the CuO$_2$ plane that behave similarly to conventional spin glasses at slow time scales. As already noted by Hunt et al., dilute magnetic moments in metals [e.g., Cu:Fe (Ref. 90)] are known to cause wipeout of the NMR signal of the host metal. Restating this, we can say that the slowing charge dynamics is the indirect cause of $^{63}$Cu NQR wipeout by triggering the drastic slowing of spin fluctuations within the regions where holes are trying to form charge rivers. Unfortunately, these important statements from Hunt et al. and Singer regarding the effects of strong spin dynamics on wipeout have been overlooked by some readers, including the authors of a recent publication from Los Alamos.

Hunt et al. cited several pieces of experimental evidence that are consistent with the picture that anomalous slowing of spin dynamics are caused by slowing charge dynamics. First, inelastic neutron scattering measurements conducted at low energy transfers (1.75–3.5 meV) seem to show an anomalous enhancement of the low-frequency spin fluctuations near and below $T_{charge}$, even before quasielastic neutron scattering with energy transfer less than 1 meV detects frozen spins. Second, the spin-lattice relaxation rate $139/1/T_1$ at the $^{139}$La sites begins to exhibit an anomalous upturn below $T_{NQR}$. This enhancement of $139/1/T_1$ is followed by a roughly exponential divergence at lower temperatures, $139/1/T_1 \sim \exp(2 \pi \rho_s^eff/k_B T)$, where $2 \pi \rho_s^eff$ is the effective spin stiffness which is of the order $10^{-1}–10^{-2}$ K, as already shown by earlier comprehensive $^{139}$La NQR measurements by Cho and co-workers in underdoped La$_{2-x}$Sr$_x$CuO$_4$. Recalling that the exponential divergence of $1/T_1$ is a typical signature of the low-temperature renormalized classical scaling behavior of $S = \frac{1}{2}$ quantum Heisenberg systems in both isotropic and anisotropic 2D systems, the exponential divergence of $139/1/T_1$ below $T_{NQR}$ is consistent with a rather drastic reduction of the effective spin stiffness $\rho_s^eff$ caused by slowing charge dynamics. The spin-spin correlation length measured by Tranquada et al. also supports the renormalized, small spin stiffness with $2 \pi \rho_s^eff \sim 200$ K. In contrast, we recall that the fundamental energy scale in hole-doped La$_{2-x}$Sr$_x$CuO$_4$ is set by $2 \pi \rho_s \sim 1730$ K as shown by NQR (Refs. 56 and 73).
This suggests that a drastic reduction in spin fluctuation energy scales of the order of $10^3$–$10^2$ K occurs near the charge ordering temperature. This has an important consequence on the wipeout phenomenon, because quite generally the overall magnitude of nuclear relaxation rates $63^1T_1$, and $63^1T_2$ are inversely proportional to the spin fluctuation energy scale $63^1T_1$ $\propto 1/2\pi\rho_s F_s$. The observed relaxation rate $63^1T_1 \sim 2000$ sec$^{-1}$ is quite fast even above $T_{\text{charge}}$ in hole-doped high-$T_c$ cuprates, while $63^1$Cu NQR signals become unobservable when relaxation rates exceed $63^1T_1 \sim 6000$ sec$^{-1}$ for measurements with the quantization axis along the crystalline $c$ axis. When $63^1T_1$ exceeds $\sim 6000$ sec$^{-1}$ the relaxation times $63^1T_1$ and $63^1T_2$ become shorter than the limit of experimentally accessible times. In other words, the $63^1$Cu NQR signal in all high-$T_c$ cuprates is on the verge of wipeout due to strong low-frequency spin fluctuations. This means that a factor of 2–3 reduction in spin stiffness $\rho_s F_s$ near $T_{\text{charge}}$ caused by slowed charge dynamics would immediately wipe out $63^1$Cu NQR signals. This explains why the $63^1$Cu NQR wipeout fraction accurately tracks the charge order parameter as measured by scattering experiments if one interprets the latter as a measure of the volume fraction of charge-stripe-ordered segments.

Third, the Gaussian component of spin-spin relaxation process $63^1T_1$ at the $63^1$Cu sites crosses over to Lorentzian (single-exponential) decay below $T_{\text{charge}}$ by motional narrowing effects due to fluctuating magnetic hyperfine fields. This crossover of spin-echo decay, accompanied by NQR/NMR intensity wipeout, is known to be a typical signature of the slowing down of conventional spin-glass systems such as CuMn. All of these results as well as the dramatic increase in the EPR linewidth are consistent with a simple picture that spin-glass-like behavior sets in when charge dynamics slow down, and the combined effects of slowing charge and spin stripe fluctuations can naturally provide a qualitative account of the wipeout behavior for $x \approx \frac{1}{2}$ below $T_{\text{NQR}} \approx T_{\text{charge}}$.

In a recent article, Curro and co-workers made an important observation that enabled a quantitative estimation of the indirect spin contribution to wipeout. The essence of the analysis of Curro and co-workers is as follows. First, instead of saying that extremely short $63^1T_1$ and $63^1T_2$ result in wipeout, they note that the $63^1$Cu NQR signal cannot be detected if $63^1T_1$ and $63^1T_2$ are shorter than certain cutoff values labeled $63^1T_1^{\text{critical}}$ and $63^1T_2^{\text{critical}}$. Using several assumptions, they estimate these cutoff values. Once $63^1T_1^{\text{critical}}$ is deduced, Curro et al. use the Bloembergen, Purcell, and Pound (BPP) form to determine the corresponding spin fluctuation frequency $63^1\nu^{\text{wipeout}}$. The wipeout frequency is the weight of the spin fluctuation distribution that is slower than $63^1\nu^{\text{wipeout}}$ because the slower segments have $63^1T_1$ and $63^1T_2$ that are too fast to allow the detection of the spin echo.

Inspired by their analysis, we attempt to fit not only the wipeout of the $63^1$Cu NQR signal below $T_{\text{NQR}} \approx 70$ K but also its recovery below 8 K, the wipeout of $139^1$La NQR signal below 40 K and its recovery below 18 K, the spin order parameter measured by elastic neutron scattering below 50 K, and the $\mu$SR asymmetry below 30 K by taking into account the qualitative change in spin dynamics below $T_{\text{charge}}$.

We take the following approach, which relies primarily on experimental data instead of theoretical assumptions. In order to set $63^1\Gamma^{\text{cutoff}}$ we note that $63^1T_1^{\text{cutoff}} \approx 2000$ sec$^{-1}$ at 70 K, at which temperature we know that the energy scale of spin fluctuations is $\hbar \Gamma = 15$ meV from neutron scattering. From earlier $63^1$Cu NQR studies in paramagnetic La$_2$CuO$_4$, we empirically know that the loss of $63^1$Cu NQR intensity due to fast relaxation occurs when the relaxation rate exceeds $63^1T_1^{\text{critical}} \approx 6000$ sec$^{-1}$. Following Eq. (10), this implies that $63^1\nu^{\text{wipeout}}$ is approximately a factor of 3 lower than the value of $\hbar \Gamma = 15$ meV at 70 K. In this way, we define $63^1\nu^{\text{wipeout}} = 5$ meV, which is $1.2 \times 10^{12}$ Hz (so that $1/83^1\nu^{\text{wipeout}} \approx 0.83$ ps). The cutoff for the wipeout of $139^1$La NQR signal is found in an analogous manner. From our experiments shown below in Fig. 16 and Fig. 17, we see that $139^1T_1$ rises to approximately 80 sec$^{-1}$ when wipeout is most severe. The remaining portion of the sample is on the verge of wiping out and has $T_1$ very close to $139^1T_1^{\text{critical}}$. Thus we take $139^1T_1^{\text{critical}} \approx 80$ sec$^{-1}$. We now need to convert this value of $139^1T_1^{\text{critical}}$ to the corresponding frequency scale. Using the renormalized classical form [Eq. (10)] in the high-frequency limit ($\Gamma \gg \omega_0$) we see that

$$\frac{1}{T_1} \propto \frac{(\gamma_n H_{hf})^2}{\Gamma} \frac{(T/2\pi \rho_s)^2}{(1 + T/2\pi \rho_s)^2},$$

where wipeout occurs at 70 K for $63^1$Cu and at 40 K for $139^1$La, and we take $2\rho_s \approx 200$ K as determined above. Since we know the ratio of the gyromagnetic ratios to be $139^\gamma_n/63^\gamma_n = 0.533$ and the ratio of the hyperfine fields at the two nuclear positions to be $139^H_{hf}/63^H_{hf} = 0.012$ as inferred from Zeeman-perturbed NQR in La$_2$CuO$_4$, we immediately calculate $139^\nu^{\text{wipeout}} = 5.1 \times 10^8$ Hz. We note that the $139^F(T)$ data are taken with a fixed delay time $\tau = 40$ $\mu$sec, which is justified due to the slow relaxation rate $139^1T_2$ at the La site (see the inset of Fig. 16).

At low temperatures, the $63^1$Cu and $139^1$La NQR signal that was wiped out begins to reemerge. The return of signal begins at about 8 K for $63^1$Cu and 18 K for $139^1$La. Within our model, the reemergence of signal is not surprising; in fact, it is to be expected if the frequency range falls low enough so that $T_1$ and $T_2$ become longer. Using the Lorentzian extension of the renormalized classical form [Eq. (12)], with the NQR resonance frequency $f_{\text{NQR}}$ taken as 6 MHz and 35 MHz for $139^1$La and $63^1$Cu, respectively, that the relaxation rate $1/T_1$ achieves its maximum value when the characteristic fluctuation frequency $\Gamma$ coincides with $f_{\text{NQR}}$. Below that, additional slowing of the fluctuations (decreasing of $\Gamma$) reduces the relaxation rate $1/T_1$, so that at some low-frequency scale, which is defined as $\Gamma_{\text{recovery}}$, the following condition is satisfied: $1/T_1(\Gamma_{\text{recovery}}) = 1/T_1(\Gamma^{\text{wipeout}}) = 1/T_1^{\text{critical}}$ where we include temperature factors from Eq. (14). We note...
that $\Gamma_{\text{recovery}} < f_n < \Gamma_{\text{wipeout}}$. Within this model, it is straightforward to deduce that $^{139}\Gamma_{\text{recovery}} = 2.9 \times 10^5$ Hz and $^{63}\Gamma_{\text{recovery}} = 4.0 \times 10^4$ Hz. This means that the slowest components within that sample slow to $2.9 \times 10^5$ Hz at approximately 18 K, providing $^{139}$La NQR signal recovery, and continue to slow through $4.0 \times 10^4$ Hz at 8 K where they are manifested as recovered the $^{63}$Cu NQR signal.

Combining all of these pieces of information regarding the spin fluctuation time scales in the stripe phase, we construct a chart showing the anchoring points of the temperature dependence of spin fluctuation frequency scale $\Gamma$, as presented in Fig. 10(b). Using these anchoring points, we smoothly interpolate to define a single distribution function $D(T,f)$, which gives the relative fraction of the sample volume that experiences fluctuations at frequency $f$ at temperature $T$. This distribution is depicted by the black and gray contours in Fig. 10. We begin with an educated guess of the form of the distribution function, and refine the function as we iteratively produce a better and better fit to the experimental data as presented throughout this section. In this way we deduce the actual fluctuation spectrum based on the experimental data. Since there are no experimental constraints for $\Gamma$ in the range above $^{63}\Gamma_{\text{wipeout}}$ but less than the $\omega/T$ scaling line, we are forced to extrapolate in that region. In Fig. 10 we depict the smooth extrapolations of $D(T,f)$ that terminate at the $\omega/T$ scaling line at a temperature above $T_{\text{charge}}$. However, we note that we are ignoring the possible contribution of the slowing of charge dynamics to Cu NQR wipeout effects.

The simulated wipeout fraction $F(T)$ is the fraction of the NQR signal that is not observable, which corresponds to the portion which experiences fluctuations that are slower than $^{\text{Gamma}}_{\text{wipeout}}$ but faster than $^{\text{Gamma}}_{\text{recovery}}$. This can be written as

$$F(T) = \frac{\int_{0}^{\Gamma_{\text{wipeout}}} D(T,f) df}{\int_{0}^{\infty} D(T,f) df},$$

where the denominator acts as a normalization condition on $D(T,f)$ at every temperature. For the neutron scattering and $\mu$SR measurements, the fraction of the sample that has ordered is given by a similar form

$$G^\text{probe}(T) = \frac{\int_{0}^{\Gamma_{\text{probe}}} D(T,f) df}{\int_{0}^{\infty} D(T,f) df},$$

where $\text{probe}$ is either $\mu$SR or neutron.

All of these quantities [$^{63}F(T)$, $^{139}F(T)$, $G^\text{neutron}(T)$, and $G^\text{SR}(T)$] have been numerically computed over a range of temperatures using the distribution $D(T,f)$ presented in Fig. 10(b), and the resulting curves are plotted in Fig. 13 along with the relevant experimental data. The simulations work remarkably well in reproducing both the $^{63}$Cu and $^{139}$La wipeout data, as well as the neutron and $\mu$SR results. As mentioned previously, the quality of these fits is the result of iterative alterations of trial distribution functions that eventually led us to the distribution $D(T,f)$ shown in Fig. 10(b). We find that a distribution function based on a Gaussian in log$f$ with different widths to higher and lower frequency works well. However, the use of an iterative method means that we cannot exclude the possibility that a somewhat different $f$ and $T$ dependence of $D(T,f)$ may work as well as this one, although it is difficult to imagine that a qualitatively different form would succeed, given the large number of experimental constraints that must be satisfied.

Although we do not explicitly utilize the nuclear spin-lattice relaxation rate $1/T_1$ in the analysis of this section, our choice of the form of $T_1$ for $\Gamma$ below the Larmor frequency does play an important role in setting the vertical position of the anchoring points in Fig. 10. To this point we have utilized the Lorentzian form [Eq. (12)], but as discussed in Sec. IV C, we might do better to employ the Gaussian form [Eq. (13)]. Although this change does not alter any of the analysis for $\Gamma > 5 \times 10^7$ Hz, it does substantially change the behavior for smaller $\Gamma$. Specifically, the cutoff frequencies for the recovery of both $^{63}$Cu and $^{139}$La NQR signals are shifted upwards to $\sim 5 \times 10^6$ Hz, causing the distribution $D(T,f)$ to saturate at low temperatures as shown by the dashed curves in Fig. 10(b) and in Fig. 12. We will discuss the merits of the Gaussian form of $1/T_1$ in Sec. IV E.

E. Summary of fluctuation time scales and comparisons to related works

Through an analysis of both the $^{139}1/T_1$ recovery data and the $^{63}$Cu and $^{139}$La wipeout data we arrived at two estimates of the spin fluctuation spectra as a function of temperature as
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from the analysis of Sec. IV D. The shaded rectangles represent the spectral weight in the sharply defined \( \omega/T \) energy scale (70 K is the rightmost, 50 K in the center, and 30 K at the left), which decreases in magnitude at lower temperatures as the spectral weight is shifted to the contribution from the stripe-ordered regions represented by the broad curves. The dashed curves arise from a Lorentzian extension of the form of \( T_1 \) [Eq. (12)] and the shaded curve corresponds to a Gaussian extension [Eq. (13)] at 350 mK.

shown in Figs. 10(b) and 12. As an alternative presentation of the data in Fig. 10(b), we construct Fig. 14, which contains slices through the distribution \( D(T,f) \) at selected temperatures. We find that there is a sharp change from the high-temperature \( \omega/T \)-dominated behavior to the much faster exponential slowing of spin fluctuations below \( T_{\text{charge}} \). We understand this qualitative change in the magnetic fluctuation spectrum to be due to charge ordering. The two methods of deducing \( \Gamma \) are in qualitative agreement, even though the quadrupole contribution to relaxation and wipeout makes the approach based on \( ^{139}I/\Gamma_1 \) somewhat questionable. The differences between the two methods are smaller than the effects of choosing a Lorentzian or Gaussian extension of the form of \( T_1 \). Without additional information we would be able to proceed no further—however, we know from the line shape analysis that our 350 mK line shape is still experiencing some motional averaging. In the Lorentzian schemes more than 50% of the distribution of \( \Gamma \) is lower than \( \Gamma = 3 \times 10^4 \) Hz, which corresponds to 30 \( \mu s \)c, the duration of a pulsed NQR experiment. This indicates that motional averaging is unlikely to be effective for the bulk of the sample and we would expect to see frozen structures in the low-temperature Zeeman-perturbed spectra, which are not observed. However, using a Gaussian model we find that almost all of the sample experiences fluctuations faster than the experimental duration, indicating the likelihood of strong motional averaging. Thus, reality is closer to the Gaussian form in order to preserve motional averaging. We also note that the low-temperature saturation of \( \Gamma \) that naturally arises from the aforementioned analysis within the Gaussian form is consistent with the saturation of the spin-spin correlation length observed below 20 K.

Before continuing, we point out some qualitative similarity between \( D(T,f) \) for the present case of the striped cuprates below \( T_{\text{charge}} \) and for the conventional spin-glass system Cu:Mn investigated by Murani by cold neutron scattering studies. It is also important to note that at the slow time scales of NQR, the striped phase never looks to be striped, but rather behaves more or less like a conventional spin glass. This similarity with the cluster spin-glass phase has been repeatedly emphasized by Borsa and co-workers since before the discovery that the spin-glass phase is actually striped by neutron scattering. However, we note that the striped phase does differ from conventional spin glasses, even at slow time scales. Specifically, we point out that the real part of the susceptibility shows only small Curie enhancement, indicating the scarcity of free spins. In fact, comparing La_{1-y}Bao_{1-y}CuO_y (Ref. 97) and Zn-impurity-doped La_{1.85}Sr_{0.15}Cu_{0.98}Zn_{0.02}O_4 (Ref. 98) where 2% of the moments are intentionally made to be free, we find that the Curie component of the susceptibility is nearly two orders of magnitude smaller in the Ba-doped material below \( T_{\text{charge}} \) than in the Zn-doped case. This implies that the number of free spins in La_{1.87}Ba_{0.13}CuO_4 is very small. It is more likely that the spin-glass-like behavior is caused by slow fluctuations of self-organized, short-range-ordered segments with spin and charge density modulation.

Recently, Curro et al. and Teitel’baum et al. have reported methods of simulating the wipeout effects. In both cases the authors attribute \(^{63}\)Cu NQR signal wipeout to slowing spin fluctuations. We emphasize that the importance of slowing spin fluctuations on NQR signal wipeout through the extremely large relaxation rates \(^{63}1/\Gamma_1\) and \(^{63}1/\Gamma_2\) (the indirect contribution) has already been discussed repeatedly in our earlier publications. The contribution of Curro and co-workers is in the introduction of a numerical cutoff to fit wipeout effects, making quantitative analysis possible. Their pioneering work opened a path to gain quantitative information regarding the distribution of the spin fluctuation frequency \( \Gamma \). This is an important idea that is applicable to the analysis of various NMR data and they should be fully credited for their contribution. However, Curro et al. overlooked the fact that the importance of spin fluctuations to wipeout (the indirect contribution) had originally been proposed by us and quoted our publications only in the context of slowing charge dynamics. We believe that this inaccurate quotation is misleading at best. Even though they have implied that their way of understanding the wipeout effects was entirely novel, we must emphasize that the physical processes utilized in their analysis have little difference from the ideas outlined in Hunt et al. regarding the indirect process, except for one crucial point. We believe that the onset of charge order (or slowing of charge dynamics for \( x < \frac{1}{2} \) due to random localization effects) is the cause of the drastic changes in the magnetic properties that result in NQR signal wipeout. On the other hand, in the analysis of Curro and co-workers it is assumed that glassy slowing of Cu spin fluctuations continuously proceeds from 300 K to 4 K without any qualitative changes in spin dynamics through \( T_{\text{charge}} \). That is, Curro et al. assume that the same activation temperature dependence of \( \Gamma(T) \propto \exp(-E_a/k_B T) \) properly represents the slowing of Cu spin fluctuations both above and below \( T_{\text{charge}} \). They fit \(^{139}1/\Gamma_1\) below 30 K (<\( T_{\text{charge}} \)) to deduce the activation energy \( E_a \) and its distribution \( \Delta \). Ignoring the drastic change in the charge degree of freedom near \( T_{\text{charge}} \)
and the resulting changes in spin dynamics as reflected in $T_1/T$, electron paramagnetic resonance (EPR), etc., these parameters are taken to remain unchanged even above $T_{\text{charge}}$.

We note several inconsistencies arising from the assumptions of the Los Alamos group. We point out that the fit of $1/T_1$ by Curro and co-workers fails on their own data set above 30 K. In addition, within the model of Curro et al., $63^1/T_1$ has the same Gaussian distribution as $\Gamma(T)$ with the same activation-type temperature dependence $63^1/T_1 \approx \exp(E_{\text{g}}/k_B T)$, which is taken to hold for all temperatures. Unfortunately, this assumed exponential increase of $63^1/T_1$ is in sharp contradiction with the experimental finding that $63^1/T_1$ decreases with decreasing temperature down to $T_{\text{charge}}$ as shown in Fig. 11. We note that the assumed exponential form above $T_{\text{charge}}$ is essentially equivalent to extrapolating $63^1/T_1$ along the dotted lines of Fig. 11 between $T_{\text{charge}}$ and 300 K. Thus, there is no justification for the assumed forms of $\Gamma(T)$ and $63^1/T_1$ above $T_{\text{charge}}$. Since the calculated wipeout fraction by Curro et al. relies on the exponential temperature dependence of $63^1/T_1$, we must conclude that qualitative success in reproducing wipeout starting at as high as 150 K is merely a coincidence that depends strongly on their choice of $\Gamma_{\text{wipeout}}$.

Finally, although we believe that the slowing of charge dynamics is of extreme importance and that the analysis of the Los Alamos group is not applicable for $x \approx \frac{1}{2}$, we note that their assumed form of $\Gamma(T)$ is similar to our finding for $x = 0.07$ below $T_{\text{NQR}}$. However, we note that in this region the beginning of charge localization has been observed by Ichikawa et al. at $\sim T_{\text{NQR}}$. (See Sec. V C for a discussion of the underdoped materials.) Hence, one may consider the slowing of charge dynamics as the cause of the glassy slowing of spin fluctuations regardless of spatial coherence, which is gradually lost with decreasing $x$.1,11

After an early version of this work was presented elsewhere,99 NQR wipeout was also simulated by a group at Leiden University,68 who have independently pointed out that $139^9\text{La NQR}$ intensity provides valuable information regarding $\Gamma$. They base their analysis on $139^9\text{La}$ spin-lattice relaxation data in Nd-codoped materials. Although we agree that $139^1/T_1$ is a good place to initiate a study of the fluctuation spectrum and Cu wipeout, we note that nuclear relaxation in Nd-codoped materials is usually dominated by the large Nd moment, as in NdBa$_2$Cu$_3$O$_7$,100 and Nd$_2$-Ce$_2$CuO$_4$.101 This also seems to be the case in Nd-doped La$_{2-x}$Sr$_x$CuO$_4$ as shown in Fig. 17. Furthermore, we find that $139^1/T_1$ in Nd-codoped materials is roughly independent of hole doping.102 Bearing this in mind, it seems that their analysis would then predict identical wipeout for different hole concentrations $x$, which is certainly not the case (see Fig. 15).

V. Nd- AND Eu-CODOPED MATERIALS

A. Construction of a unified phase diagram

Now that we have reached a good quantitative understanding of the spin stripe fluctuations and its temperature dependence for the magic hole concentration of $x \approx \frac{1}{2}$, we seek a comprehensive understanding of stripe fluctuations across the entire phase diagram of La$_{1.6-x}$Nd$_x$Sr$_x$CuO$_4$ and La$_{1.8-x}$Eu$_x$Sr$_x$CuO$_4$. The temperature dependences of the $63^9\text{Cu NQR}$ wipeout $F(T)$, $139^9\text{La NQR}$ intensity, and $139^1/T_1$ are presented in Figs. 15, 16, and 17, respectively. Utilizing this information, as well as available elastic neutron scattering and $\mu$SR measurements, we follow the analysis of Sec. IV D to deduce the temperature dependence of the spin fluctuation spectrum $\Gamma$ for hole concentrations of $x = 0.07, 0.12, 0.16,$ and 0.20. The results are depicted in Fig. 10 together with the simulated $63^9\text{Cu}$ wipeout.

Another way to illustrate the temperature dependence of the spin dynamics of stripes is to plot the contours of characteristic frequency scales on the temperature ($T$) versus hole concentration ($x$) phase diagram. In Fig. 18, we collect data from various experiments and plot the temperature at which each experimental probe experiences an anomaly. The anomaly occurs at the temperature at which the spin fluctuations of some parts of the CuO$_2$ plane slow to the inherent frequency of that probe. Using the anomaly temperatures as a boundary, we section off areas of the phase diagram into various shades of gray.

The white area at the top of the plot corresponds to the temperature region with very fast spin fluctuations, where stripes can be considered to be completely dynamic. In other words, this is the region where the so-called $\omega/T$ scaling
holds for spin dynamics, and there is a well-defined spin fluctuation time scale whose distribution is minimal. It should be noted that there is NMR evidence for some spatial inhomogeneity even in a similar high-temperature regime, as recently reported by Haase and co-workers on the basis of some ingenious NMR measurements and analysis, and by a report of the frequency dependence of $^{63}$Cu NQR wipeout and recovery of $^{63}$Cu NQR signal, there are five separate regions depicted in Fig. 18. Between the lightest and darkest gray areas, which correspond to the wipeout and recovery of $^{63}$Cu NQR signal, there are five separate regions depicted in Fig. 18. The boundary marked by solid circles is set by the temperature at which $^{139}$La NQR signal begins to recover for the $^{139}$La nuclei. These temperatures are marked by open, downward pointing triangles in Fig. 18. Also shown in Fig. 18 are the onset temperatures $T_{\text{charge}}$ for short-range charge order as obtained from neutron scattering and x-ray scattering. The transition to the superconducting phase in La$_{1.6-x}$Nd$_{0.4}$Sr$_x$CuO$_4$ (a white line), and a dotted black line (as a guide for the eye) that follows $T_{\text{charge}}$ and the Cu wipeout inflection points. The importance of the inflection points will be explained below.

**B. Results for $x \approx \frac{1}{8}$**

We have already discussed the sharp onset of the slowing of spin fluctuations that occurs at $T_{\text{charge}}$ for $x = 0.12$ which is caused by charge order. Looking at the higher hole concentrations $x = 0.16$ and 0.20, we see similar behavior in the $^{63}$Cu NQR wipeout (Fig. 15), $^{139}$La NQR wipeout (Fig. 16), and $^{139}$La NQR signal (Fig. 17), although in each case the temperature scale is shifted increasingly downwards for the samples farther from the magic hole concentration $x = \frac{1}{8}$. This naturally leads to a similar distribution of $T$ that is shifted to lower temperature, as shown in Figs. 10(c) and 10(d). In the case of $x = 0.16$ we find that all of the anchoring points of the distribution are shifted to lower temperatures by $\sim 10$ K.

![Fig. 16](image-url)  
- **Fig. 16.** Plot of the $^{139}$La NQR signal intensity in La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$ for the $|\pm \frac{1}{2}\rangle \rightarrow |\pm \frac{3}{2}\rangle$ transition at a frequency $3

![Fig. 17](image-url)  
- **Fig. 17.** (a) Plot of $^{139}$La NQR wipeout and recovery of $^{139}$La NQR signal in La$_{1.8-x}$Eu$_{0.2}$Sr$_x$CuO$_4$ where the symbols used for each hole concentration $x$ are listed in the figure. The horizontal line marks the constant $^{139}$La NQR signal intensity at $x = 0.05$ sec$^{-1}$ K$^{-1}$ value and the arrows mark $T_{\text{NQR}}$ for each material $x = 0.20$, 0.16, and 0.12 from left to right. (b) The same quantity, for several samples with hole concentration $x = \frac{1}{8}$. This natural relaxation rate due to the Nd moments. The bump in the data for the Ba-doped sample near 60 K arises from the low temperature tetragonal (LTT) structural transition.
while for $x = 0.20$ the shift is $\sim 20-30$ K. The striking similarity of the shapes of $\Gamma(T)$ for $0.12 \leq x \leq 0.20$ indicates that the fundamental physics of these systems is very similar. In each of these cases we consider charge order as the cause of the anomalous glassy slowing of spin fluctuations. With increasing hole concentration the tendency to charge order diminishes, causing the shift of $\Gamma$ to lower temperatures for larger $x$.

The same strong similarities for the samples with $x \geq \frac{1}{8}$ can also be seen in the phase diagram of Fig. 18. The lightest gray corresponds to the region where some segments of the CuO$_2$ plane experience spin fluctuations slower than $63^{\Gamma_{\text{wipeout}}}$, and the $63^{\text{Cu}}$ NQR signal begins to wipe out. For La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ with $0.12 \leq x \leq 0.15$, the boundary agrees well with the onset of short-range charge order as observed by scattering methods.\textsuperscript{7,17} We note that our wipeout studies of La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ were conducted\textsuperscript{11} without knowledge of the more recent results from x-ray scattering by Niemoller \textit{et al.} for $x = 0.15$,\textsuperscript{18} and the good agreement between our $T_{\text{NQR}} = 60 \pm 5$ K and their $T_{\text{charge}} = 55$ K strongly supports our indentification of $T_{\text{NQR}}$ as the onset of the glassy slowing of the spin fluctuations triggered by slowing charge dynamics for $0.12 \leq x \leq 0.15$. Generally speaking, for $x \leq \frac{1}{8}$, we find that all of the contours are nearly parallel and slope downward with increasing $x$. Thus below the onset temperature for charge order $T_{\text{charge}}$, the slowing down is similarly rapid throughout this concentration range, but with an energy scale that decreases away from the magic doping level $x \approx \frac{1}{8}$ where the stripe fluctuations are most robust.\textsuperscript{1} In fact, if we fit the slowing of spin fluctuations to the renormalized classical form $\text{exp}(-2\pi\rho^{\text{eff}}/T)$ for different hole concentrations, we find that $2\pi\rho^{\text{eff}}$ decreases with increasing $x$ above $x \approx \frac{1}{8}$ as shown in Fig. 19.

C. Results for $x \leq \frac{1}{8}$

Within the second region $x \leq \frac{1}{8}$, the slowing down is more gradual and the contours in Fig. 18 are more spread out. At this point it is worth pointing out that although $T_{\text{NQR}}$ increases below $x \approx \frac{1}{4}$, $63^{\text{Cu}}F(T)$ is more tailed as shown in Fig. 15 for La$_{1.6-x}$Nd$_{0.40}$Sr$_2$CuO$_4$ with $x = 0.07$ and 0.09. It is important to note that there is an inflection point in the temperature dependence of the wipeout fraction, $63^{\text{Cu}}F(T)$, at approximately 55 K and 62 K, respectively, for these two concentrations. In a recent study of a La$_{1.50}$Nd$_{0.40}$Sr$_{0.10}$CuO$_4$ single crystal provided by Ichikawa \textit{et al.}, we confirmed\textsuperscript{102} that this inflection point is nothing but the charge ordering temperature $T_{\text{charge}}$, as determined by x-ray scattering.\textsuperscript{22} The coincidence of $T_{\text{charge}}$ and the low-temperature less orthorhombic (LTLO) structural phase transition temperature may suggest that static one-dimensional charge order cannot develop without the tetragonal lattice symmetry that is compatible with the symmetry of charge stripes. The longer spatial coherence of charge order below $T_{\text{charge}}$ accelerates wipeout at the inflection point. Even though static charge order with substantial spatial coherence has not developed between $T_{\text{NQR}}$ and $T_{\text{charge}}$, transport measurements by

![Image](https://example.com/image.png)

**FIG. 18.** Phase diagram for La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ and La$_{1.8-x}$Eu$_{0.5}$Sr$_2$CuO$_4$, showing the upturn in $ab$-plane resistivity temperature $T_{\text{u}}$ found in La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ (Ref. 22) ($\times$), $^{63}$Cu wipeout onset $T_{\text{NQR}}$ in La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ ($\blacktriangle$) and La$_{1.8-x}$Eu$_{0.5}$Sr$_2$CuO$_4$ ($\blacktriangle$), onset temperature $T_{\text{charge}}$ for short range charge order according to neutron (Refs. 7 and 22) and X-ray (Refs. 17 and 18) in La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ ($\blacklozenge$), the copper wipeout inflection point ($\blacksquare$) in La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$, the temperature where $^{135}{\text{I}}/T_{\text{NQR}} = 0.05$ sec$^{-1}$ K$^{-1}$ in La$_{1.8-x}$Eu$_{0.5}$Sr$_2$CuO$_4$ ($\blacklozenge$), long-range spin order $T_{\text{spin}}$ (Refs. 8 and 22) in La$_{1.6-x}$Nd$_x$Sr$_2$CuO$_4$ ($\bigcirc$), onset of $^{63}$Cu NQR signal recovery in La$_{1.8-x}$Eu$_{0.5}$Sr$_2$CuO$_4$ ($\bigtriangledown$), the temperature where the stripe fluctuations are most robust.\textsuperscript{11} In fact, if we fit the slowing of spin fluctuations to the renormalized classical form $\text{exp}(-2\pi\rho^{\text{eff}}/T)$ near $T_{\text{charge}}$, the slowing down is similarly rapid throughout this concentration range, but with an energy scale that decreases away from the magic doping level $x \approx \frac{1}{8}$ where the stripe fluctuations are most robust.\textsuperscript{1}
Ichikawa et al. show that the onset of wipeout agrees well with the temperature scale $T_u$ for local charge order as deduced from a scaling analysis of the enhancement of in-plane resistivity. These results underscore the importance of the interplay between charge and spin degrees of freedom, even for $x \lesssim \frac{3}{4}$.

It would thus appear that for $x \leq \frac{1}{4}$, there is a precursive mechanism that wipes out the $^{63}$Cu resonance signal below $T_{NQR}$ before collective short-range charge order sets in at $T_{charge} (< T_{NQR})$. The nature of this precursive wipeout cannot be collective since there is no sharp onset, and thus cannot be explained in the terms discussed in Sec. IV. In earlier publications,10,11 we have suggested that this precursive wipeout may be accounted for if we assume that individual holes begin to localize with decreasing temperature, thereby creating local moments. This is a situation similar to the one that results in wipeout in conventional dilute Kondo alloys90 and spin glasses.99,95 On the other hand, in this scenario in which the local moments are created by localization effects, the precursive wipeout may be further enhanced if one increases resistivity by introducing disorder. However, our recent experimental studies on Zn-doped La$_{2-x}$Sr$_x$CuO$_4$ show that the onset of wipeout $T_{NQR}$ is a fairly well-defined temperature scale that does not vary even when resistivity is enhanced and local moments are introduced by Zn impurity doping.102 Furthermore, a recent inelastic neutron scattering study105 on a sample of La$_{1.97}$Sr$_{0.03}$CuO$_4$ showed a continual decrease of the fluctuation energy scale with decreasing temperature, followed by the freezing of spin stripes at low temperatures. The presence of a striped ground state indicates that it is unlikely that the glassy spin fluctuations below $T_{NQR}$ have no spatially correlated stripe signature. We include data for $2\pi\rho_s^{eff}$ for the range $x < \frac{1}{4}$ in Fig. 19, but we reiterate the differences between the physics above and below $x \approx \frac{1}{4}$ and use dotted lines for the underdoped samples. We note that the trend of $2\pi\rho_s^{eff}$ decreasing away from $x \approx \frac{1}{4}$ is expected from the low-temperature behavior seen in Fig. 18, indicating that the relevant energy scale is indeed decreasing, even if an identical analysis is not entirely applicable.

VI. CONCLUSIONS

In this paper, we provide a comprehensive NQR picture of the spatial modulation and fluctuations of spin and charge density waves in the stripe phase of La$_{1.88-x}$(Nd,Eu)$_x$Sr$_{0.12}$CuO$_4$ and La$_{1.875}$Ba$_{0.125}$CuO$_4$. From the analysis of the Zeeman-perturbed $^{63}$Cu and $^{139}$La NQR spectra, we deduce the spatial distribution of the hyperfine field at the time scales of NQR spin-echo measurements. We demonstrate that the maximum frozen Cu magnetic moment at 350 mK is relatively small, $\sim (0.1 \pm 0.2)\mu_B$, with a comparably large distribution. The fact that $\mu$SR studies find a large and well-defined effective moment of $\sim 0.3\mu_B$ at a time scale that is two orders of magnitude faster than NQR provides evidence that motional averaging is at least partially responsible for the suppression of the effective moment as observed in our NQR measurements. Given that the mobility of holes in the CuO$_2$ planes at $T \ll T_{charge}$ is comparable to the metallic state,21 perhaps it is reasonable that the magnitude of the frozen moment averaged over NQR time scales is fairly small and highly disordered, despite the fact that the spin-spin correlation length is known to reach $\sim 200$ A below 30 K at neutron scattering time scales.9 We also find that broadening of the quadrupole coupling is necessary to fit the low-temperature Zeeman-perturbed NQR line shape, indicating that there are spatial variations in the local charge state.

From a simple physical argument based on comparison of $^{139}1/T_1$ and the renormalized classical scaling of the O(3) nonlinear $\sigma$ model, we show that the roughly exponential divergence of $^{139}1/T_1$ observed below $T_{charge}$ is consistent with the presence of low-frequency spin fluctuations characterized by a reduced effective spin stiffness $2\pi\rho_s^{eff} \approx 200$ K. We attribute the renormalization of the spin stiffness from $2\pi\rho_s \approx 10^5$ K at higher temperatures to $2\pi\rho_s^{eff} \approx 10^2$ K to slowing charge dynamics that suppresses the Cu-Cu exchange interaction. By analyzing the magnitude and distribution of the nuclear spin-lattice relaxation rate $^{139}1/T_1$ based on the nonlinear $\sigma$ model with $2\pi\rho_s^{eff} = 200$ K, we deduce the spatial distribution of $\Gamma$ (spin fluctuation frequency scale) of Cu below $T_{charge}$. We also analyze the $^{63}$Cu and $^{139}$La NQR wipeout fraction $F(T)$, elastic neutron scattering, and $\mu$SR data within the same framework, and obtain a nearly identical spectrum. Combined with the fact that only a small change of a factor of $\sim 3$ in the anomalous slowing of $\Gamma$ is sufficient to account for the observed wipeout of $^{63}$Cu NQR, this provides a natural explanation of why the temperature dependence of $F(T)$ tracks the charge order parameter measured by scattering techniques for $0.12 < x < 0.16$, which may be interpreted as the volume fraction of patches of the sample in which the spin fluctuations have started to slow exponentially. However, we note that our model is quite simpleminded, relying entirely on magnetic enhancement of $1/T_1$.106 Fortunately, since the qualitative change in the temperature dependence of spin fluctuations from roughly $T$ linear to exponential is so drastic, the overall picture of the temperature dependence of the spin fluctuation frequency scale $\Gamma$ shown in Fig. 10 would not be substantially altered by a more elaborate analysis.

By plotting contours of spin fluctuation time scales in the $T$-$x$ phase diagram, we demonstrate that a similar glassy slowing of stripes takes place away from the magic hole concentration $x = \frac{1}{4}$. However, we find a qualitative difference in the slowing between above and below $x = \frac{1}{4}$ where the measured incommensurability begins to saturate.70 The origin of the difference is not well understood at this point. For $x < \frac{1}{4}$, a stronger tendency toward some sort of localized state seems to precede spatially periodic charge ordering.21,22 Probably inducing local spin-glass-like behavior with fairly high-temperature scales.10,11,13 However, we emphasize that this spatially disordered spin-glass-like entity eventually freezes as stripes, as demonstrated by neutron scattering.5 Hence $T_{NQR}$ may be considered as the onset of the glassy freezing of stripes. A recent scaling analysis of resistivity data by Ichikawa et al.25 suggests that this glassy freezing is triggered by a slowing charge dynamics, in support of our earlier proposal for the mechanism of wipeout and
glassy freezing.\(^{11}\) We also believe that the qualitative difference above and below \(x = \frac{3}{4}\) bears significant implications on the mechanism of superconductivity because the behavior of \(\text{La}_2\text{-Sr,CuO}_4\) is very similar to \(\text{La}_{1.88}\text{-Sr,CuO}_4\) at and below \(x = \frac{3}{4}\), while the glassy freezing of stripes is not seen by NQR in superconducting \(\text{La}_{1.88}\text{-Sr,CuO}_4\) for \(x > \frac{3}{4}\).

Finally, we emphasize that the so-called stripe phase never looks striped at the slow time scales of NQR measurements even for \(x \approx \frac{3}{4}\) at temperatures as low as 350 mK. It is certainly possible to argue that the segments of the \(\text{CuO}_2\) plane in which the \(^{63}\text{Cu NQR signal is wiped out are very similar to a conventional spin glass, and at slow time scales those segments are phase separated from other patches of the CuO}_2 plane where the Cu spins still behave as they did above } T_{charge}. Whether such segments are fixed in space is not clear. The essence of the stripe physics is that these disordered patches of the CuO\(_2\) planes with \textit{slow} spin and charge dynamics appear striped if viewed by an experimental probe with a time scale that is faster than the remnant fluctuations.
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GLASSY SLOWING OF STRIPE MODULATION IN . . . PHYSICAL REVIEW B


In our earlier publications (Refs. 10 and 11) we did not distinguish between $T_{NQR}$ and $T_{\text{charge}}$. However, recent scattering measurements by Ichikawa et al. (Ref. 22) showed that the onset of $^{63}$Cu NQR wipeout precedes the charge order with short-range spatial coherence at $T_{\text{charge}}$ for $x<0.12$. Accordingly, we identify the onset of wipeout as $T_{NQR}$ hereafter. This is the same notation which we originally used in the initial version of Hunt et al. (Ref. 10) [see cond-mat/9902348 (unpublished)]. We eliminated many new symbols including $T_{NQR}$, assuming that $T_{NQR} \approx T_{\text{charge}}$ for all concentrations.

The $^{139}$La NMR wipeout observed by Abu-Shiekah et al. (Ref. 82) below 200 K in $\text{La}_2\text{NiO}_4+\delta$ is not necessarily caused directly by charge fluctuations by themselves, though the temperature dependence of the wipeout fraction tracks the charge order parameter measured by neutron scattering quite well. Because of the strong hybridization of the $^{139}$La atomic orbitals to Ni spin with a $3d^8$ configuration, the magnetic hyperfine interaction between Ni and La is sizable. This means that if Ni $d$-spin fluctuations slow down below charge ordering, $^{139}$La NMR signal can be wiped out by the indirect, slowing spin mechanism caused by charge order. This scenario is particularly plausible for $\text{La}_2\text{NiO}_4+\delta$ because the application of a high magnetic field to detect NMR is known to cause an extra slowing down of spins (Ref. 85).


